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Figure 1: The Ecological Detective. Models let us make quantitative predictions, and predict the outcome of multiple interacting processes.

## 1 Introduction to Modeling

We've seen in Jed's lectures that a plant's total photosynthesis rate is determined by how individual leaves respond to light, temperature, water availability and atmospheric CO 2 . What are the large-scale consequences of these responses, at the level of ecosystems and the global earth system?

Answering that question requires models. Before we get into those models, I want to re-emphasize a point that Wink made: ecologists often use models because the things we want to study are too big or too slow for us to do experiments and see what happens. Experiments are best: even modelers agree with that. But when the temporal or spatial scale is too large, ecologists have to emulate astronomers rather than cell biologists, and test hypothesis based on congruence with observational data.

What models do for us is connect

$$
\begin{aligned}
& \text { Process } \Longleftrightarrow \text { Pattern } \\
& \text { Causes } \Longleftrightarrow \text { Effects }
\end{aligned}
$$

in situations where it's too complicated for us to intuit the right answer.
Process $\Longrightarrow$ Pattern is: given known processes (e.g., how a leaf responds to light and temperatures), what are the consequences?

Pattern $\Longrightarrow$ Process is: given an observed pattern, what processes produced it?
When we can't do the critical experiment, we instead become "The Ecological Detective" (Figure 1; this is also the title of a great book by Ray Hilborn and Marc Mangel). We sift through the evidence, trying to figure out which "suspect" (hypothesis) is responsible for the "crime" (the pattern that we've observed in nature). If the answer is inconclusive, we can still learn: what unique prediction does each hypothesis make, that can be tested by collecting additional data?

### 1.1 Bank Account

Before we get to global vegetation, you need to learn a few basic things about modeling. We'll do this by developing a simple model for your Bank Account. This really is worth doing, because lots of models work like bank accounts.

Conceptual model: the money in my account goes up when I make a deposit, and down when I make a


Figure 2: Outline of the steps in developing a model.
withdrawal (including ATM use, credit cards, automatic bill payments, etc.)

## Diagram:

$$
\begin{equation*}
\xrightarrow{D(t)} B \xrightarrow{W(t)} \tag{1.1}
\end{equation*}
$$

A picture like this is called a compartment diagram. In making this diagram, we've identified our state
 (deposit rate $D(t)$ and withdrawal rate $W(t)$ ).

The diagram is important because it gives us the dynamic equation for the model. The logic of this is simple: the rate at which money accumulates in your bank account is equal to the difference between the deposit rate, and the withdrawal rate. This becomes a model when we say the same thing in the language of calculus:

$$
\begin{equation*}
\frac{d B}{d t}=D(t)-W(t) \tag{1.2}
\end{equation*}
$$

This is the most important equation in ecological modeling, the principle behind many models so it's important that you understand it. $\frac{d B}{d t}$ is the rate of change in your bank balance (units: dollars/time, e.g. dollars/day). That equals the rate at money is put in, minus the rate at which it comes out. That's all that this model is saying. When you see an equation like (1.2), you should be able to translate it into English prose, because it is a statement about the system being modeled. Right now that may seem odd, but by the end of this class you should start to get the hang of it.

However, this model is incomplete until we specify what $D(t)$ and $W(t)$ are! This is an important point that we'll run into repeatedly. A model's dynamic equations must be functions of the model's state variables, parameters, and exogenous variables.

- State Variables are a list of quantities that fully describe the state of the system ("fully" is never exactly true, but we pretend that it is: that's modeling).
- Parameters are numerical values that appear in the equations for process rates, that don't change over time (e.g., relative diffusivity of $\mathrm{H}_{2} \mathrm{O}$ and $\mathrm{CO}_{2}$ in air).


Figure 3: How one data point ( $\bullet$ ) can determine two lines: constant (dots) and linear (dashes).

- Exogenous variables are numerical values that appear in equations for process rates, that do change over time (e.g., temperature over the course of a day).

If the dynamic equations depend on anything else, the model isn't complete.
Simple assumptions: $D(t) \equiv D$ (a parameter, your income); $W(t)=$ what?
Linearity is often used as a simple assumption. We know that two points determine a line. But for modelers sometimes one point determines two lines: constant, and linear through the origin (Figure 3).

- In some situations it's reasonable to assume that a process rate is constant. In this case, that would mean: regardless of how much I have in my bank account, I spend money at the same rate.
- In others, it's reasonable to add a second data point at $(0,0)$, and connect the dots with a straight line. In this case, that would say: if there's no money in my bank account, I can't spend any more money.

Sometimes linearity is even a pretty good assumption, such as decomposition of litter (see Figure 4). A bag of leaf litter left in the forest is a "bank account" with no deposits, and only one loss: decay. If the amount lost to decay is a linear function of the amount in the bag, then

$$
\begin{equation*}
\frac{d B}{d t}=-a B \tag{1.3}
\end{equation*}
$$

This is called linear donor control: the rate of outflow from a compartment is linearly proportional to the amount in the "donor" compartment. The solution to (1.3) is exponential decay,

$$
B(t)=B(0) e^{-a t} .
$$

Yavitt and Fahey found that an exponential decay curve fitted their data reasonably well ( $r^{2}=0.93$ ), but a two-phase model fitted better $\left(r^{2}=0.99\right)$; "two phase" means a sum of two exponential decay curves. That suggests a model with two compartments: a "checking account" (rapid turnover, larger $a$ ), and a "savings account" (slow turnover, smaller $a$ ).


Fig. 3. Long-term dry-mass-loss curves for leaf litter in two Pinus contorta ecosystems at ( $\square$ ), Nash Fork and ( $\triangle$ ), French Creek, south-eastern Wyoming, U.S.A. (see text for methods of calculation). Bars indicate the maximum $95 \%$ C.L.

Figure 4: From JB Yavitt and TJ Fahey (1986) Litter Decay and Leaching from the Forest Floor in Pinus Contorta (Lodgepole Pine) Ecosystems. Journal of Ecology 74, pp. 525-545.

What is the box-and-arrow diagram with a checking and savings account?
There need to be two compartments, to represent the slow-decaying leaves and the fast-decaying leaves. With one compartment, a leaf is a leaf is a leaf: we don't know when the leaf arrived or where it came from, it's just a leaf on the forest floor. The modeling jargon for this is that compartments are "well mixed". To represent two different kinds of leaf (or two different kinds of anything), you need two compartments.

### 1.2 CO2 flux through the boundary layer

Compartment models are very widely used in ecology, and all scales. A box-and-arrow diagram for the global Carbon cycle is a compartment model. But for our first real modeling example, we're going to look at a much smaller scale: the diffusion of $\mathrm{CO}_{2}$ from atmosphere to leaf, through the boundary layer. The compartment diagram is this:

$$
c_{a} \rightarrow x_{b} \rightarrow x_{i} \xrightarrow{A}
$$

Here

- $c_{a}$ is [CO2] (concentration of CO 2 ) in the atmosphere outside the boundary layer
- $x_{b}$ is the amount of CO 2 in the boundary layer
- $x_{i}$ is the amount of CO 2 in the leaf interior space
- $A$ is the rate at which the plant is taking up $\mathrm{CO} 2(\mathrm{gC} / \mathrm{sec})$

To keep it simple, we will assume that $c_{a}$ and $A$ are constant, and just model the CO 2 flux, given those. We assume that flux results from diffusion obeying Fick's Law: the amount moving across a boundary is proportional to the difference in concentration (so Fickian diffusion is an example of linear donor control).

To be consistent with Jed's lectures, we'll use $g$ to denote the constant of proportionality. But now we have two constants: $g_{b}$ (atmosphere to boundary layer), and $g_{i}$ (boundary layer to interior).

Notice that $x_{b}$ and $x_{i}$ are amounts, not concentrations. This is because amounts flow, not concentrations! Fick's Law is about the amount that crosses the boundary, not the rate of change in concentration.

So the flow from atmosphere to boundary layer is $g_{b}\left(c_{a}-x_{b} / V_{b}\right)$ where $V_{b}$ is the volume of the boundary layer.

And the flow from boundary layer to interior is $g_{i}\left(x_{b} / V_{b}-x_{i} / V_{i}\right)$.
The rest is just the bank account model: rate of change $=$ inflow rate - outflow rate.

$$
\begin{align*}
\frac{d x_{b}}{d t} & =g_{b}\left(c_{a}-x_{b} / V_{b}\right)-g_{i}\left(x_{b} / V_{b}-x_{i} / V_{i}\right)=g_{b}\left(c_{a}-c_{b}\right)-g_{i}\left(c_{b}-c_{i}\right)  \tag{1.4}\\
\frac{d x_{i}}{d t} & =g_{i}\left(x_{b} / V_{b}-x_{i} / V_{i}\right)-A=g_{i}\left(c_{b}-c_{i}\right)-A
\end{align*}
$$

That's cool, except that Jed said:

$$
A=\left(c_{a}-c_{i}\right) g_{c}
$$

where $g_{c}$ is the overall conductance between atmosphere and leaf interior. And we know Jed is always right. So we have to figure out why Jed is right.

In fact, we will now see that our model (1.4) leads to Jed's equation as a description of steady-state CO2 flux. Steady state means that the leaf is equilibrated to its environment (the current temperature, current $c_{a}$, etc.) and all processes have settled down to constant rates. Once that happens, $x_{b}$ and $x_{i}$ settle down to constant values, and we therefore have $\frac{d x_{b}}{d t}=\frac{d x_{i}}{d t}=0$.

Solving $d x_{b} / d t=0$ gives $g_{b}\left(c_{a}-c_{b}\right)=g_{i}\left(c_{b}-c_{i}\right)$, and therefore

$$
c_{a}-c_{b}=\frac{g_{i}}{g_{b}}\left(c_{b}-c_{i}\right) .
$$

Consequently,

$$
\begin{align*}
c_{a}-c_{i} & =\left(c_{a}-c_{b}\right)+\left(c_{b}-c_{i}\right) \quad \leftarrow \text { this is because the two } c_{b} \text { 's cancel } \\
& =\left(\frac{g_{i}}{g_{b}}+1\right)\left(c_{b}-c_{i}\right)=\frac{g_{b}+g_{i}}{g_{b}}\left(c_{b}-c_{i}\right) . \tag{1.5}
\end{align*}
$$

That gives us

$$
\begin{equation*}
\left(c_{b}-c_{i}\right)=\frac{g_{b}}{g_{b}+g_{i}}\left(c_{a}-c_{i}\right) \tag{1.6}
\end{equation*}
$$

When $d x_{i} / d t=0$, we have $A=g_{i}\left(c_{b}-c_{i}\right)$. Substituting in equation (1.6) for $\left(c_{b}-c_{i}\right)$ we get

$$
A=\frac{g_{b} g_{i}}{g_{b}+g_{i}}\left(c_{a}-c_{i}\right)
$$

This is Jed's equation, with

$$
g_{c}=\frac{g_{b} g_{i}}{g_{b}+g_{i}}
$$

Now what the heck does that mean? Recall that $1 / g$ is the resistance $R$. So

$$
R_{c}=\frac{1}{g_{c}}=\frac{g_{b}+g_{i}}{g_{b} g_{i}}=\frac{1}{g_{i}}+\frac{1}{g_{b}}=R_{i}+R_{b}
$$

This says: the two resistances add, to give us the total resistance for $\mathrm{CO}_{2}$ flux between atmosphere and leaf interior. It's exactly like connecting two electrical resistors in series. It's also a nice segue to our next topic, because this formula for $g_{c}$ is one of the ingredients in models that "scale up" from individual leaves to global vegetation dynamics and the global carbon cycle.

## 2 Scaling from leaf physiology to vegetation dynamics

Our focus now is Process $\Longrightarrow$ Pattern: going from leaves to vegetation. There are two reasons for doing this: understanding and prediction. Understanding is "basic science": if we really understand how leaves work, we should be able to predict how whole trees and whole forest stands respond to sunny vs. cloudy days, warm vs. cold winters, and so on. Making and testing those predictions is a way of testing whether or not we really understand leaves. Prediction is: how will global vegetation change in response to climate change? We need models because the experiments we can do are on a much smaller scale than the predictions we want to make.

SLIDE: different global climate models make very different predictions about future trends, under exactly the same assumptions about future CO 2 trends. The biggest discrepancies have to do with predictions about vegetation, notably: how will the Amazonian rain forest respond to increasing temperature?

SLIDE: structure of the models, and the physiology component.

### 2.1 Single-leaf models

"Big leaf" vegetation models are constructed by taking equations that model a single leaf, and applying them to an entire forest canopy. They start from an integrative equation that expresses the rate of photosynthesis (carbon uptake per time, per unit of leaf area) as a function of light, temperature, and $\mathrm{CO}_{2}$. A widely used photosynthesis equation is the Collatz et al. (1991) model, which goes like this (SLIDE):

$$
\begin{align*}
& A=\min \left(J_{E}, J_{C}, J_{S}\right) \\
& A=\text { gross assimilation rate }, \mu \mathrm{mol} / \mathrm{m}^{2} / \mathrm{s} \\
& J_{E}=\text { light-limited assimilation rate }  \tag{2.1}\\
& J_{C}=\text { Rubisco-limited assimilation rate } \\
& J_{S}=\text { sucrose synthesis-limited assimilation rate }
\end{align*}
$$

Each of the $J$ 's is a function of the conditions that the leaf experiences. For example,

$$
\begin{align*}
J_{E} & =\text { photon flux density } Q \\
& \times \text { absorbtivity for PAR } \alpha \\
& \times \text { maximum quantum use efficiency } \varepsilon  \tag{2.2}\\
& \times \mathrm{CO} 2 \text { limitation } \frac{c_{i}-\gamma}{c_{i}+2 \gamma}
\end{align*}
$$

where $\gamma$ is the light-compensation point (which differs among species, as we've seen). The important point is that it all boils down to $Q \alpha \varepsilon$ times a function of internal CO 2 , so this is a model that can be estimated from measurements on a single leaf.

There are similar equations for the other $J$ 's (but it's not worth our time to describe each of those). Temperature is incorporated by allowing some parameters in the equations to depend on temperature.

SLIDE: single-leaf curves from Campbell and Norman.
These are not just "curve fits". They are mechanistic models for the biochemistry and physiology of photosynthesis: Rubisco limitation, how temperature affects enzyme-mediated reaction rates, the physics of gas diffusion, etc. This gives them generality: they don't just apply to the specific conditions in which we have data. It is therefore reasonable to use these models for forecasts about climate conditions that haven't ever occurred before - unless some new limitation that the models omit becomes important under the new conditions.

Net assimilation is then gross assimilation minus respiration. In the Collatz et al. (1991) model, respiration rate per unit leaf area is a constant $R_{d}$, so

$$
A_{n e t}=A-R_{d}
$$

### 2.2 Big-leaf models

A big-leaf model treats an entire canopy or plant community as if it were a few big leaves. Each leaf represents the total leaf area of one kind of plant, for example: C3 broadleaf, C3 evergreen, and C4, each described by one set of parameters. This is done either by using verbatim the single-leaf parameters, or adjusting them to better fit measurements of CO 2 uptake and productivity at the whole-canopy level. Then, the assimilation $/ \mathrm{cm}^{2}$ for a leaf is multiplied by the total leaf area for that vegetation type.

To accomplish this, the leaf must be coupled to the external environment. For example, we need to predict $c_{i}$ (which limits assimilation) as a function of $c_{a}$. In the IBiS model (Foley et al. 1996) this is done using the model that we developed above for CO 2 flux across the leaf boundary layer, equation (1.4). That is

$$
\begin{equation*}
A=g_{c}\left(c_{a}-c_{i}\right), \quad \text { with } \frac{1}{g_{c}}=\frac{1}{g_{i}}+\frac{1}{g_{b}} \tag{2.3}
\end{equation*}
$$

The boundary layer conductance is assumed to be a constant, measured empirically (this is clearly not true, but can perhaps be justified as an "average" boundary layer conductance). Stomatal conductance $g_{i}$ depends on environmental conditions. IBiS uses the model of Collatz et al. (1991), which is an empirically-derived linear regression,

$$
\begin{equation*}
g_{i}=a x+b \text { where } x=(\text { assimilation } \times \text { humidity }) /(\mathrm{CO} 2 \text { at leaf surface }) . \tag{2.4}
\end{equation*}
$$



Figure 5: Solving for assimilation $A$ and conductance $g$.

So we see that there are feedbacks. Equation (2.3) says that assimilation depends on stomatal conductance. Equation (2.4) says that stomatal conductance depends on assimilation. That's a problem: how do we determine $g$ and $A$ when each one depends on the other? What IBiS does is find a simultaneous solution to the two equations: values of $g$ and $A$ that satisfy both equations (see Figure 5).

So now $c_{i}$ is coupled to $c_{a}$. Next, the same thing has to be done for every other variable that affects photosynthesis: temperature, light, humidity, and so on. We don't have time for all that, but CO2 is a paradigm for how the rest of them work. As with CO2, it's generally a "two way street": environment affects the leaf (e.g., air temperature affect leaf temperature), and the leaf affects the environment (e.g., light absorbtion and reflectance by leaves affects air temperature). The models need to do the physics to determine the outcome.

Once you've done all that, the model lets you put a leaf (described by some parameters) into an environment (described by some parameters) and compute how fast the leaf does photosynthesis. The environment includes other plants, which (for example) also absorb light. Most current models do this crudely, using just 4 leaf layers: sunlit and shaded tree leaves, and sunlit and shaded herbaceous vegetation leaves.

Based on all that, we let plants grow. This part is easy, because keeping track of the amount of carbon in a stand of trees is another example of the Bank Balance model. In global climate models, the "bank accounts" are really "carbon accounts": carbon in atmosphere, carbon in vegetation, etc. A vegetation model such as IBIS subdivides "carbon in vegetation" into several subaccounts: the amounts of carbon in leaf, stem, and roots of several different plant functional types. For a given plant functional type, the IBIS model has

$$
N P P=(1-\eta)\left(A-R_{\text {leaf }}-R_{\text {stem }}-R_{\text {roots }}\right), \quad R=\text { respiration }
$$

where $\eta$ is the fraction of carbon lost through growth respiration. Let's unpack that in terms of gain (income) and loss (expenditure). Here's the thought process behind that equation.

- The income is $A$, gross assimilation rate of carbon.
- Some of that is lost to respiration by leaf, stem, and roots.
- The remainder, potentially available for growth, is $A-R_{\text {leaf }}-R_{\text {stem }}-R_{\text {roots }}$
- A fraction $\eta$ of the remainder is lost to growth respiration $R_{\text {growth }}$
- What's left after that is $(1-\eta)$ of the remainder, which is the net carbon gain (NPP).

Next, the NPP is allocated to different parts of the plant. The change in biomass pool $j$ (=leaves, stems, roots) of plant type $i$ is given by

$$
\begin{equation*}
\frac{d C_{i, j}}{d t}=a_{i, j} N P P_{i}-\frac{C_{i, j}}{\tau_{i, j}} \tag{2.5}
\end{equation*}
$$

where $a_{i, j}$ is the fractional allocation to biomass pool $j$, and $\tau$ is the mean residence time in carbon pool $(i, j)$ (e.g., when a C atom goes into root tissue, how long does it stay there before being lost from the plant?).

The intuition behind the loss term is this: if the time spent in the biomass pool is $\tau=5$ years, then the pool is "now" made up of $C$ that came in 0-1 years ago, or 1-2 years ago, or 2-3,3-4, or 4-5 years ago. Over the next year, the C that is "now" $4-5$ years old is lost, which is $1 / 5$ of the total. However, in the model C that enters a pool starts to leave it immediately: the loss rate depends on how much C is in the pool, not on when it got there. In effect, each C atom in a given pool is repeatedly doing a "coin toss" to decide whether it will stay or go, where the probability of Go on each toss determines the average time an atom waits before it goes.

To apply model (2.5) at a global level, the world is divided up into grid cells, and the model is run within each grid cell "independently": all are coupled to the global climate, and each cell gets climate data appropriate to that location, but apart from that grid cells don't "talk" to each other.

## SLIDES:

Structure of IBIS model (note: the canopy is drawn as a canopy, but it's really two layers)
Results: Global predictions
Results: Comparison with biomass measurements

### 2.3 Many-leaf models

Why isn't one big leaf (for each plant type) good enough? One leaf has a single value of (for example) the photon flux density $Q$, that might represent "average" light intensity within a canopy [same for $c_{i}$, etc.]. But the average light density isn't enough information, because of Jensen's inequality, sometimes called nonlinear averaging.

GRAPH assimilation as a function of PAR. If light is high half the time, and low half the time, $\operatorname{PAR}($ average light $)>(\operatorname{PAR}($ low light $)+\operatorname{Par}($ high light $)) / 2$.
If one leaf is in high light, and a second in low light, the two of them will do less photosynthesis than two leaves in the average light, (high light + low light) $/ 2$.

To address this, some big-leaf models have an "average" sunlit leaf and and "average" shaded leaf, but that still isn't enough to get around the problem of nonlinear averaging. More recent versions of big-leaf models (e.g., IBIS-2) treat the canopy as a series of semi-transparent panes, each absorbing some light and passing it on to the next level. Leaves also reflect light, sending photons back up to higher layers, and the models account for this too.

Each layer is modeled as being homogeneous at the level of a grid cell. In IBIS a grid cell is $2^{\text {circ }}$ latitude by $2^{\text {circ }}$ longitude, which means is about half the size of Pennsylvania. Many current (2013) models work at about the same scale. The reason is computing time: we can't do spatially fine-scale modeling of soil, plants and atmosphere over long periods of time. So vegetation is modeled as a few very big slabs of "leaf jello". If the leaf area in a cell is (say) $60 \% \mathrm{C} 3$ broadleaf and $40 \%$ evergreen, then each $\mathrm{cm}^{3}$ of each layer in the model consists of $60 \%$ broadleaf leaves, and $40 \%$ evergreen leaves.

## 3 Individual-based "gap" models

The "big leaf" approach has its limits. The forest really is made up of individual trees, and ignoring that fact has consequences.

SLIDES: San Carlos, observed versus IBIS-predicted recovery. The "big leaf" model over-predicts the final aboveground biomass, but more importantly it vastly under-predicts how long it takes the forest to recover from burning.

Trying to do better, some newer models try to explicitly model individual plants in specific locations. Forest ecologists started building doing this in the 1970's. The spatial unit in these models is the canopy gap: an area large enough to hold one mature tree.

SLIDE: a SORTIE forest.
This is a complex model. Each tree in the picture is a collection of leaves which in the most detailed versions of the model are governed by the leaf-level equations we discussed earlier. The light hitting each leaf is explicitly computed by starting with incoming light (direct and scattered), and computing how much is absorbed before it gets to each subsequent unit of leaf. The computer code "takes an aerial photograph" of the model forest, and feeds that to software that was developed (and tested!) for analyzing aerial photographs of real forests to estimate how light is transmitted through the forest. Trees are also subject to mortality that depends on their size and light availability. In some models, trees can also be removed by storms, fire, etc. to create large gaps. Seeds produce seedlings that compete to fill the gaps.

The problem with this approach is the computing time: we can't simulate every tree on the globe, even with supercomputers. But if you ignore spatial information about which tree sits where, the outcome of a forest simulation changes (Pacala and Deutschman 1995). Their simulation experiment was to run a tree-by-tree model, but randomly shuffle the locations of each tree every year. When they did that, the forest grew very differently.

So over the last 15 years people have been working to develop gap-based models that can be used at regional or global scales, and (very recently) to link them with the earth-system models used to make global forecasts about climate change.

One approach is to subsample the forest, illustrated by the MAESPA model (Duursma and Medlyn 2012). SLIDE: MAESPMA forest stand showing sampled trees.

An alternative approach, exemplified by the Ecosystem Demography model (Moorcroft et al. 2001), is to add some spatial realism to Big Leaf models without explicitly modeling each individual tree. It starts out as
a tree-by-tree "gap" model, but ends up as a set of differential equations that can be simulated at much larger scales. As a somewhat simplified description, the ED model divides grid cells into sub-cells characterized by time since disturbance. Within each of those cells its runs a set of "big leaf" type models for a limited number of vegetation types (e.g., early versus late successional, deciduous versus evergreen trees, etc.) that dominate the area being modeled.

## ED SLIDES

The most powerful test of a model is how well it predicts data that weren't used in fitting the model. Medvigy et al. (2009) showed that fitting the model to 2 years of data on NEP and stand dynamics at Harvard Forest improved its ability to predict NEP and stand dynamics at Howland Forest in Maine, despite large differences in species composition. Medvigy and Moorcroft (2012) showed that fitting the model to Harvard Forest data improved regional-scale predictions of long-term forest inventory data in the northeast US and southeast Canada.

Results like this are the whole point of process-based modeling. A model built up from why and how things happen has generality beyond the limits of the data that were used to estimate its parameters. We want models that can take data about the past and present, and predict the future. We can't test a model's ability to predict the future. But we can test if it can take data from one location, and predict another location.

### 3.1 Scaling up for science

Scaling up from leaf to forest is not just done for forecasting (which is good, because climate policy has been remarkably robust against scientific information showing that what we need to be taking drastic actions right now). Another goal of scaling up from leaf to trees is to understand how forests function, and (as we'll focus on later) to understand how numerous tree species can coexist.

One recent example: Sterck et al. (2011) developed models for growth of 13 tree species that coexist in in Bolivian tropical dry forest, by coupling:

- Biochemical model for photosynthesis
- Biophysical model for stomatal conductance
- An assumed species-specific 3D plant structure (e.g., the crown modeled as a cylinder with specified top height, bottom height, radius and total leaf area).

Species-specific model parameters were estimated from data on saplings of each species. Then the growth of model trees (rate of net carbon gain) was simulated for a range of environments characterized by irradiance, air temperature, vapor pressure, and soil water potential.

Their results supported the hypothesis of a gradient from "conservative" to "acquisitive" species. Acquisitive species have high light and water compensation points, but have high net carbon gain when conditions are ideal; conservative species have low compensation points and high stress tolerance, so they out-perform acquisitive species in low resource habitats.

SLIDE: Carbon gain as a function of water and light availability; compensation points.

Naturally, you would expect that shade-tolerant species would generally be found at shadier sites in the forest, and more drought-tolerant species at drier sites. Sterck et al. 2011 found that this was true for light, but not for water. They hypothesized that this was because the highest-light sites were also dry because they were most exposed, so acquisitive species (with high compensation points for both light and water) dominated those sites despite the poor water availability. So only one of the axes of variation among the species was really important for understanding their co-occurence and distribution within the forest.
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Figure 6: Cycles of larch budmoth in the Swiss Alps. Unit of budmoth density is the number of larvae per kg of branches with foliage. From P. Turchin et al. (2003) Dynamical effects of plant quality and parasitism on population cycles of larch budmoth. Ecology 84: 1207-1214.

## 4 Modeling structured populations

In BIOEE 1610 (or equivalent) you learned about simple models for population growth (exponential, logistic). In those models the population is unstructured, meaning that all individuals are assumed to be demographically equivalent (e.g., equal in per-capita birth rate, mortality risk, migration rate, etc.). The one state variable in those models is therefore the total population size, $N$.

In this class we focus on structured populations: trees that differ in height, starlings that differ in spatial location, etc. Those differences have important consequences for the future of the population, consequently

Structured population models have arguably become the core theoretical framework for population ecology, and a modern course on population ecology would be in large part a course on structured population modeling.

From: Mark Rees and Stephen P. Ellner, Age-Structured and Stage-Structured Population Dynamics. Chapter 11.1 in: Princeton Guide To Ecology, Princeton University Press (2009).

That's at least what some people think.
Our empirical focus is on the dynamics of populations in time and space SLIDES: Larch budmoth in the Swiss Alps (figure 6); Voles/measles/lynx; spread of muskrat in Europe (Figure 7).

Individuals differ in many ways. Two of the most important are age and size (tree height, for example). As a starting point, modelers often assume that a single measure of individual state is sufficient - call it $x$. Animal ecologists often focus on age or stage (e.g., Juvenile vs. Adult birds, or Egg-Larva-Pupa-Adult for insects), but for modular organisms (such as plants and corals), individual size is often more important.

The state of the population at time $t$ is then described by the state-distribution function $n(x, t)$. In general, a partial differential equation is needed to describe how a function of two variables ( $x, t$ ) changes over (continuous) time. But those are hard to deal with both mathematically and computationally, so we'll look at ways of making things simpler while keeping as much biological realism as possible. realism as possible.

[^0]
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Fig. 2

Figure 7: From Skellam (1951). Random dispersal in theoretical populations. Biometrika 38: 196-218

### 4.1 Compartment models

The first approach I'll describe originated in attempts to experimental data on insect populatoin dynamics. We'll start there, but then turn to natural populations.

## SLIDES: Blowfly and Plodia data

The blowfly data are from classic lab experiments by A.J. Nicholson (1954,1957), a founder of modern population ecology. The population was limited by the food supply to adults ( 0.5 g of ground liver/day) while larval food (meat) was available in excess. Lawton's experiments involved Plodia interpunctella (Indian meal moth), with population growth limited instead by the larval food supply. The data are the number of dead adult moths, which is a proxy for the adult population. Both these populations follow the classic insect life cycle: Egg $\rightarrow$ Larvae $\rightarrow$ Pupa $\rightarrow$ Adult.

A striking feature of the blowfly data is the emergence of nearly discrete generations. Each new cohort of flies generated by a separate burst of egg production, when adult density is low. When there are many adults, they can't eat enough to reproduce. The period of the population cycles is roughly $2-3$ times the maturation (egg to adult) time (which is roughly constant, because immatures have as much food as they want). In Plodia, the cycles are more irregular, and their dominant period is close to the generation time. So two things need explanation:

1. How did discrete generations emerge spontaneously, in a continuously breeding organism growing under constant conditions?
2. Why do we population cycles with very different periods, relative to the generation time of the organism?


Figure 8: Compartment diagram for a population model with Juvenile and Adult stages. $R_{J}(t)$ and $R_{A}(t)$ denote the rates of recruitment into the Juvenile and Adult stages, respectively. NOTE that new recruits are added to the Juvenile compartment without being subtracted from the Adult compartment; to indicate this the arrow for Juvenile recruitment is dashed instead of solid.

These are "basic" questions about laboratory populations, but we'll see that the model they led to have real-world practical applications.

The simplest starting point is a compartment model, like the one we built for the global carbon cycle. The first step is to draw the compartment diagram. The simplest thing one could do is a stage-structured model distinguishing between Adults (reproductively mature) and younger individuals, lumping eggs, larvae, pupae, and immature adults together as Juveniles. The compartment diagram is then Figure 8. This may be too simple, but it's usually best to start simple and only add more detail when you need it.

The compartment diagram gives us the form of the dynamic equations. For the adults, the one inflow is $R_{A}(t)$ and the one outflow is mortality; both have units (flies/time). We can write the mortality as the product of the per-capita mortality $\mu_{A}(t)$ and the number of individuals, so we have

$$
\begin{equation*}
d A / d t=R_{A}(t)-\mu_{A}(t) A \tag{4.1}
\end{equation*}
$$

Expressing Rate $=($ per-capita rate $) \times($ number of individuals $)$ is often very useful for developing models, and it's often a good way of trying to understand the equations in an existing model.

Note that $R_{J}(t)$ is not an outflow from Adults: it's creation of new individuals. To indicate this, the arrow is drawn dashed. BEWARE: this is not a uniform convention. Often people draw a solid arrow for fecundity, even though it isn't actually a flow of individuals from one compartment to another.

For the Juveniles, however, recruitment to Adulthood is an outflow: when a Juvenile matures, that's one less Juvenile. So we have

$$
\begin{equation*}
d J / d t=R_{J}(t)-R_{A}(t)-\mu_{J}(t) J \tag{4.2}
\end{equation*}
$$

To complete the model, all the rates on the right-hand side need to be functions of the state variables $A$ and $J$. Again, let's start simple. The simplest plausible assumption for the flow rates in this model is linear donor control. For mortality we're almost there already: we just need to assume that the mortality rates are constant:

$$
\text { Adult mortality }(\text { flies } / \mathrm{d})=\mu_{A} A(t)
$$

Juvenile mortality (flies/d) $=\mu_{J} J(t)$


Figure 9: Some of the data used to estimate rate equations and parameters for the blowfly model.

For maturation we add

$$
\text { Juvenile maturation }(\text { flies } / \mathrm{d})=\gamma J(t)
$$

For adult fecundity $R_{J}(t)$, the simplest assumption is again linearity. If Adults have constant per-capita fecundity $b$, then

$$
R_{J}(t)=b A(t) .
$$

The complete model is then

$$
\begin{gather*}
d J / d t=b A-\gamma J-\mu_{J} J  \tag{4.3}\\
d A / d t=\gamma J-\mu_{A} A
\end{gather*}
$$

Now we want values for the parameters. $b$ is conceptually easy: how many eggs does an adult lay each day? (though ideally we only count eggs that survive to become larvae).

For the others, we can use the following very general and very important fact:

When a compartment has one linear donor controlled outflow, the outflow rate coefficient equals the inverse of the mean residence time in the compartment.

This is important because it tells us the biological meaning of the outflow rate coefficient, in terms of things we can measure. For example, it tells us that $\mu_{A}$ is the inverse of the mean adult lifespan (e.g., if each adult has death rate $\mu_{A}=0.1 /$ day, the mean adult lifespan is 10 days).

Juveniles can exit by death or maturation, but the same idea works. Death and maturation combined are equivalent to one outflow with coefficient $\mu_{J}+\gamma$. So the mean residence time as a Juvenile (mean time from birth until death or maturation) equals $1 /\left(\mu_{j}+\gamma\right)$. Second, for flies that survive to adulthood there is only one outflow: maturation. In this model, flies that survive to adulthood are no different from flies that don't - they are just lucky. So the age at reproductive maturity (starting from when an egg is laid), for eggs that survive to maturity, is $1 / \gamma$. So if we let $\tau$ denote the mean Egg to Adult time, we have

$$
\begin{equation*}
R_{A}(t)=J(t) / \tau \tag{4.4}
\end{equation*}
$$

Equation (4.4) reflects a key assumption of compartment models: homogeneity within compartments. Equation (4.4) says that all individuals in the Juvenile class have the same probability of maturing in the next small unit of time (why does it say this? because the right-hand side involves the total number of Juveniles, regardless of whether most of them are eggs or most of them are pupae). In reality, blowflies start as eggs and progress through larva, pupa, and immature life-stages, and a newly-laid egg has zero chance of becoming an adult soon. Our model can't capture that.

Unfortunately, this model is too simple to explain the experimental results, because it's a linear model. In your previous ecology classes, you saw one linear model, exponential growth:

$$
d N / d t=r N
$$

And you remember what it does: unlimited exponential growth if $r>0$, exponential decline to 0 if $r<0$. Linear models like (4.3) behave the same way. In the long run the population either grows exponentially without limit, or decreases exponentially towards $J=A=0$. This happens because we've left out a key feature of the experiments: adults received a limited amount of food per day.

How do we put that in? We know from Figure 9 that Adults lay more eggs when they are well-fed, so let's put that in. Nisbet and Gurney (1983) found that the available data on adult fecundity (eggs/female/d) were fitted reasonably well by an equation based on the average food supply per adult, $f$,

$$
\beta(t)=8.5 e^{-\left(\frac{5}{6 f}\right)}
$$

Since $f$ is inversely proportional to $A, 1 / f$ is proportional to $A$. So we can write the adult per-capita fecundity in the general form

$$
\beta(t)=q e^{-c A}
$$

The full model is then

$$
\begin{align*}
d J / d t & =q A e^{-c A}-J / \tau-\mu_{J} J  \tag{4.5}\\
d A / d t & =J / \tau-\mu_{A} A
\end{align*}
$$

Now the population can't grow without bound. If it gets too large, egg-laying drops to near zero but flies still die, so the population decreases.

Unforunately, the model still can't explain the data. If you simulate this model, you discover that when $q$ is big enough the population persists, but it converges to a stable equilibrium. You never see the recurrent large oscillations that occurred in the experiments. Mathematical analysis ${ }^{1}$ shows that this is true for any values of the parameters: either the population dies out, or it converges to a stable equilibrium.

[^1]What have we still left out? As noted above, one major simplification in the model is that multiple life stages are "lumped" together as Juveniles, and each Juvenile is assumed to be the same (equal mortality rate, equal chance of maturing). One way of un-lumping the Juveniles is to create more stages, and perhaps make a 6 -stage model: Egg, Larva, Pupa, Juvenile, Immature, Adult. This approach is very common, and leads to a "stage structured model". These are widely used in ecology, and it's better than lumping all Juveniles together. But it still lumps heterogenous individuals, e.g., all Immatures are the same regardless of how long ago they emerged from pupation, and it still can't explain the oscillations in the data if the only density dependence is in the adult stage.

### 4.2 Lumped stage- or age-classes

Gurney, Nisbet and Lawton (1983) suggested a different de-lumping approach for the blowfly population, that avoids the need for many compartments. It is based on assuming stage-specific vital rates. This is not the same as assuming that individuals within a stage are identical. We will assume that all juveniles have the same growth rate. We will not assume (as a stage-structured compartment model would) that all juveniles are the same size and have the same probability of maturing.

Gurney et al. (1983) took advantage of the fact that stage durations were nearly constant in the blowflies (e.g., all individuals spend about the same amount of time as pupae). They therefore proposed simple models in which stage durations are exactly constant. For the blowfly population with adult food limitation, they assumed:

- Ages 0 to $\tau$ are Juveniles, with constant per-capita mortality rate $\mu_{J}$ and birth rate $b=0$ (in blowflies, this combines egg, larvae, pupa, and immature adult stages lasting about $1+5+5+5$ days).
- Ages $\tau$ and above are Adults, with constant per-capita mortality rate $\mu_{A}$ and birth rate $b=q e^{-c A(t)}$ where $A(t)$ is the total number of adults at time $t$.

The compartment diagram is still Figure 8, so the form of the equations is still

$$
\begin{align*}
d J / d t & =R_{J}(t)-R_{A}(t)-\mu_{J} J  \tag{4.6}\\
d A / d t & =R_{A}(t)-\mu_{A} A
\end{align*}
$$

The juvenile recruitment rate is also still the same, $R_{J}(t)=q A e^{-c A(t)}$ What's different is $R_{A}(t)$. In the standard compartment model, we assumed that each Juvenile could mature at any time. Now we assume instead that maturation occurs at exactly age $\tau$. So in order to mature at time $t$, a Juvenile must have been born at time $t-\tau$. The birth rate at $t-\tau$ is $R_{J}(t-\tau)$, so we have

$$
\begin{align*}
R_{A}(t) & =R_{J}(t-\tau) \times \text { survival through the Juvenile stage }  \tag{4.7}\\
& =R_{J}(t-\tau) \times e^{-\tau \mu_{J}}
\end{align*}
$$

(Note: to understand the Juvenile stage survival $e^{-\tau \mu_{J}}$, you can imagine a cohort of juveniles born at time 0 , that you then follow until they mature. The number of survivors up to time $t, n(t)$, is then a one-compartment model with a single linear donor-controlled outflow $\mu_{j} n(t)$. As we have seen, this gives $n(t)=e^{-t \mu_{J}}$. The number who survive to mature at age $\tau$ is then $n(\tau)=e^{-\tau \mu_{J}}$.).

To simplify notation define $S_{J}=e^{-\tau \mu_{J}}$; we then have $R_{A}(t)=S_{J} q A(t-\tau) e^{-c A(t-\tau)}$. Putting all the pieces together, then

$$
\begin{align*}
& d J / d t=q A(t) e^{-c A(t)}-S_{J} q A(t-\tau) e^{-c A(t-\tau)}-\mu_{J} J \\
& d A / d t=S_{J} q A(t-\tau) e^{-c A(t-\tau)}-\mu_{A} A \tag{4.8}
\end{align*}
$$

Note that $d A / d t$ depends on $A$ but not $J$, so we don't actually need the $J$ equation.

### 4.3 Modeling Nicholson's blowflies with adult food-limitation

Gurney et al. (1983) were able to use Nicholson's data (Figure 9) to estimate the parameters for model (4.8):

- The observed stage durations add up to give the egg-to-adult time of $\tau \doteq 15.6$ days, and observed survival from egg to adult was $S_{J} \doteq 0.91$.
- As noted above, egg production rate was estimated by fitting a curve to describe egg production as a function of the food supply per adult. For the experiments being modeled, that gave $b(A) \doteq$ $8.5 e^{-A / 600}$.
- Adult mortality was estimated from the rate of decline in the adult population when $R_{A}(t)=0$. That gave $\mu_{A} \doteq 0.27 / d$.

With these estimates, the model produces sustained cycles with a period of about 37 days (compared to an average observed period of about 38 days), and adult population varying between a minimum of 150 and a maximum of 5400 (compared to observed mins and maxes of $270 \pm 120$ and $7500 \pm 500$ ) - pretty good for a model with zero free parameters adjusted to fit the adult population data. Moreover, model solutions exhibit the "double peak" that usually occurred in the data.

Later work suggests that some things omitted from this simple model were also important. For example, the deterministic model that we developed here gives single-hump peaks in adult population, but it takes demographic stochasticity to push some peaks high enough that double humps occur. But nothing subsequent has undermined the basic model structure, and the technique of "lumped stage classes" has become an important method in population modeling.

ASIDE: To simulate the model without having to solve a delay-differential equation we can approximate it by a compartment model in which individuals are classified by age with time increments of 0.1 days. The maturation time is 15.6 days, so we have 156 compartments of juveniles, with 0 fecundity and survival probability $S_{J}^{1 / 157}$ per time increment. Then there is one more compartment for adults. Their fecundity per time step is $0.1 b\left(N_{A}\right)$ and survival probability (remaining in the adult class) $e^{-0.027}$ per time step. These rates specify a model with 157 state variables, but with efficient (vectorized) code a 500-day simulation (Figure 10) runs in less than 1 second in $R$.

### 4.4 Modeling Plodia

Plodia requires a different model because larvae were food limited, rather than adults. So the model structure is the same, but the process rates were different:


Figure 10: Simulation of the blowfly model with adult food limitation, by expressing it as an age-structured model with time and age increments of 0.1 days. The solid line shows the total adult population, and the dashed line is the rate of egg production (eggs/d)

1. Because adults are not food-limited, the model assumes that adult fecundity is constant. The recruitment rate of new juveniles is $R_{J}(t)=q A(t)$.
2. The food limitation on larvae was modeled by assuming density-dependent juvenile mortality, $\mu_{J}(t)=$ $\alpha J(t)$.

One more bit of realism was needed to match the data: adults were assumed to have a fixed lifespan of $\tau_{A}$ days. This means that the outflow from $A$ is $e^{-\mu_{A} \tau_{A}} R_{A}\left(t-\tau_{A}\right)$, the number of adults that reach the age at death at time $t$, instead of $\mu_{A} A$.

The "target" that the Plodia model aims to hit is the cycle period being nearly the same as the generation length, roughly 42 days. The results are pretty good (Figure 11); even though the period is not predicted very closely, the qualitative result is right: the larval competition in the Plodia model leads to a much shorter cycle period (relative to the lifespan of the organism) than the adult competition in the blowfly model, matching the experimental findings.

### 4.5 Applications: characteristic cycle periods

The blowfly and Plodia models suggest that different modes of population regulation lead to different ratios between cycle period and maturation time. Gurney et al. (1985) showed that this is true very general. The key factor is whether self-regulation of population growth is immediate or delayed.

- Immediate: In Plodia, self-regulation is a function of larval density. Larval mortality is increased, so the effect of larvae on larval density is immediate and direct.


Figure 11: Simulations of 3 variants of the Plodia model, from Gurney et al. (1983).

- Delayed: In blowflies, self-regulation is a function of adult density. The effect of adults on adults is delayed because adult fecundity is reduced, and this only affects the density of adults after the (fewer) eggs grow up to be (fewer) adults. Adult density now affects adult density later.

Gurney and Nisbet (1985) found (by methods far beyond this course) that

1. With immediate feedback, cycle periods are typically 1 and a bit $(<2)$ times the maturation time.
2. With delayed feedback, cycle periods are 2-4 times the maturation time.


Figure 12: Population cycles classified by period, from W.W. Murdoch et al. (2002). Single species models for many-species food webs. Nature 417: 541-543. Asterisk indicates zero in the class. (a) Number of populations with various periods in years. (b) Cycles classified scaled period $\tau=$ (cycle period)/(maturation time). SGC, single generation cycles $(\tau=1)$; DFC, delayed-feedback cycles $(2 \leq \tau \leq 4)$; CRC, consumer-resource cycles (period in years $\geq 4 T_{C}+2 T_{R}$ where $T_{C}$ and $T_{R}$ are the maturation times of consumer and resource species).

Murdoch et al. (2002) applied this to cycles in natural populations. They argued that generalist feeders would have a relatively constant food supply, so they would have to cycle due to immediate or delayed feedback: cycle periods should be either about 1 , or about 2-4 times the maturation time. In specialists, however, there could be longer periods to due consumer-resource cycles (lynx-hare kind of cycles). For consumer-resource cycles, they showed that the period should be $\geq 4 T_{C}+2 T_{R}$, where $T_{C}$ and $T_{R}$ are the maturation times of consumer and resource species.

Figure 12 shows their results, which line up well with the predictions. It's a striking example of several things:

- Models for laboratory experiments led to general theory that explained real-world patterns.
- A pattern may not be seen until it is predicted. Without the theory, nobody would have classified cycles by period relative to maturation time.
- The value of working on the same thing for 20 years.


### 4.6 Applications: biological control

Two parasitoids were introduced to control red scale in California, a major pest of citrus orchards. The original control agent established successfully in California, but it was unsuccessful at controlling red scale.

Another member of the same genus was then introduced. It displaced the first control agent and provided successful control of red scale.

Murdoch et al. (1996) used stage-structured models for host-parasitoid dynamics to explain these outcomes. They showed that it could be explained by a simple difference. Both parasitoids can produce male offspring in hosts of any size, but female offspring require larger hosts. However, the second parasite has a lower size threshold for producing female offspring. As a result, it is predicted to win in competition with the other, and to be more successful as a control agent.

### 4.7 Applications: pest outbreaks

SLIDES: tea tortix moth and its effects
Nelson et al. (2013) used a stage-structured model to understand the pattern of pest outbreaks in Japanese tea plantations by the smaller tea tortrix moth (Figure 13). In 50 years of data at an agricultural experiment station, there is a very consistent pattern of multiple adult moth outbreaks within each growing season (SLIDE).

The classical explanation for that pattern is cohort synchrony driven by seasonality (Figure 14). When temperatures warm in the spring there is a burst of egg hatching, producing a cohort of juveniles that matures (all at about the same time) into adults. When those adults mature, they produce (all at about the same time) the next cohort of juveniles, and the cycle repeats.

However, because cohort synchrony isn't perfect, each cycle is a bit more "smeared out". The first cohort of juveniles mature at somewhat different ages, so adult egg-laying isn't exactly synchronous. Then, some early-laid eggs will mature faster than average, and some late-laid eggs will mature more slowly than average (just because not all eggs are the same, and not all larvae experience the same conditions). So the second burst of maturation to adulthood will occur at a wider range of times than the first. The second peak in adult numbers will therefore be wider and shorter than the first, and so on.

The tortrix moth data show something very different: peaks are sharpest and tallest in the summer, and more broad and narrow in spring and fall. Nelson et al. (2013) showed that this could be explained by a stage-structured model in which parameters depend on temperature. The stages are Eggs, Larvae, Pupae, Adults, Senescent Adults.

SLIDE: Data on temperature-dependent vital rates
SLIDE: Equations
SLIDE: Model Results

### 4.8 Applications: the Hydra Effect

In Greek mythology, the Hydra was a many-headed serpent with poisonous venom. Initially it had nine heads, but when Hercules attempted to slay the Hydra, two heads grew back for each one that he cut off. In ecology, the Hydra Effect refers to situations where an increase in mortality causes a population to become

Fig. 1. Adult densities of the smaller tea tortrix, Adoxophyes honmai, over 51 years from light-trap census at the Kagoshima tea experiment station in Japan. (A and B) Adult densities. Sqrt, square root. (Right) Sample dynamics for years with relatively low-amplitude (C) and high-amplitude (D) outbreak cycles. Horizontal green bars show periods of time when different pest control strategies were used at the tea station (starting from the bottom: organophosphorus, carbamate, pyrethroid, insect growth regulator, Bacillus thuringiensis, and/or mating disruption compounds).

From W. A. Nelson et al. (2013), Science 341: 796-799.


Figure 13: Data on annual outbreak cycles of smaller tea tortrix at Kagoshima tea experiment station


Figure 14: Transient outbreak cycles initiated by a seasonal burst of egg hatching, producing a cohort of juveniles. This is a density-dependent Leslie matrix model in which individuals live 20 days, 15 as Juveniles and 5 as Adults. Adult fecundity is reduced by competition among adults, limiting population growth.
more abundant rather than less abundant. This is fine in a harvested species, but not so good when we are trying to control an unwanted pest. And it really happens. For example:

SLIDE (Zipkin et al. 2008): "An intensive seven-year removal of adult, juvenile, and young-of-the-year smallmouth bass (Micropterus dolomieu) from a north temperate lake (Little Moose Lake, New York, USA)

$$
\begin{aligned}
\frac{d E(t)}{d t} & =R_{E}(t)-R_{L}(t)-\delta_{E}(t) E(t) & & R_{E}(t)=b(t) A(t) \\
\frac{d L(t)}{d t} & =R_{L}(t)-R_{P}(t)-\delta_{L}(t) L(t) & & R_{L}(t)=R_{E}\left(t-\tau_{E}(t)\right) S_{E}(t) \frac{h_{E}(t)}{h_{E}\left(t-\tau_{E}(t)\right)} \\
\frac{d P(t)}{d t} & =R_{P}(t)-R_{A}(t)-\delta_{P}(t) P(t) & & R_{P}(t)=R_{L}\left(t-\tau_{L}(t)\right) S_{L}(t) \frac{h_{L}(t)}{h_{L}\left(t-\tau_{L}(t)\right)} \\
\frac{d A(t)}{d t} & =R_{A}(t)-R_{S}(t)-\delta_{A}(t) A(t) & & R_{A}(t)=R_{P}\left(t-\tau_{P}(t)\right) S_{P}(t) \frac{h_{P}(t)}{h_{P}\left(t-\tau_{P}(t)\right)} \\
\frac{d A_{S}(t)}{d t} & =R_{S}(t)-\delta_{A_{S}}(t) A_{S}(t) & & R_{S}(t)=R_{A}\left(t-\tau_{A}(t)\right) S_{A}(t) \frac{h_{A}(t)}{h_{A}\left(t-\tau_{A}(t)\right)}
\end{aligned}
$$

Figure 15: Nelson et al. (2013) model equations. Stages are Eggs, Larvae, Pupae, Adults, Senescent Adults. $h$ is development rate.
resulted in an increase in overall population abundance". Smallmouth bass is a "naturalized" introduced species in Little Moose Lake. The the goal of the smallmouth bass removal was to let native species become more abundant.

That sounds paradoxical, until you understand how it happens. Think about the blowfly model, where the rate of egg laying is $q A e^{-b A}$. Let's plot that function and see what it looks like. But lets think first.

$$
q A e^{-b A}=\left(\frac{q}{b}\right) b A e^{-b A}
$$

So if we let $x=b A$, then egg production is proportional to $x e^{-x}$. So let's plot $x e^{-b x}$ as a function of $x$. We see that beyond a certain point, more adults means fewer eggs. So if there are lots of adults, and we harvest some of them, this will lead to an increase in the number of juveniles!

Now consider a different mechanism for population regulation: crowded juveniles take longer to mature, so fewer of them survive. In that case, if the effect of crowding is really strong, then harvesting juveniles can actually increase the number that survive to adulthood, and population size goes up.

These behaviors occur in a variety of models; one example is de Roos et al. (2004) which uses a blowfly-like model. In general, Hydra Effects are caused by overcompensating density dependence: crowding effects so strong that an increase in the number of individuals now, leads to a decrease in the number of individuals later, because the decrease in survival or fecundity more than offsets the initial increase in population size.

### 4.9 Integral Projection Models

The goal of Gurney et al. (1983) was a tractable model without the unrealistic assumption that all individuals within a life-stage are the same. Another way to accomplish the same thing is to work in discrete time. This approach was instigated by Philip Dixon, a statistician and plant ecologist now at Iowa State, who was frustrated with matrix models in which a plant is either Small, Medium, or Large. He and I and one of my PhD students, Mike Easterling, collaborated to develop an alternative where survival and fecundity depend on size, but plants can be any size.

In the simplest Integral Projection Model (IPM), each individual is characterized by their size $x$ which can be any number in some interval $[L, U]$. The state of the population is then described by the size-distribution function $n(x, t)$. The formal meaning of $n$ is:
$\int_{a}^{b} n(x, t) d x=$ total number of individuals with size between $a$ and $b$ at time $t$.
More useful are the approximate consequences of this definition:
The number of individuals in the size range $[x, x+h]$ is $n(x, t) h$
The number of individuals in the size range $[x, x-h]$ is $n(x, t) h$
These are approximations that hold as $h \rightarrow 0$, but you won't go wrong by thinking of them as being exactly true for $h$ small.

For an individual size $x$ in year $t$, let $s(x)$ be the size-dependent probability of survival, and $g(y, x)$ the probability distribution of size $y$ next year for a survivor. For example, $g(y, x)$ might be a Gaussian distribution with mean $m(x)$ and variance $V(x)$, as in

```
x=runif (250, 2, 10);
y=rnorm(250,mean=1+0.8*x,sd=2*exp (-x/5));
plot(x,y,xlab="Size now",ylab="Size next year");
```

Go ahead, copy-paste that into R and see what you get.
Then we need reproduction, represented by $f(y, x)$. Often this is the product of the size-dependent number of offspring $b(x)$ and an offspring size distribution $\varphi(y)$. These combine into the kernel $K(y, x)=f(y, x)+$ $s(x) g(y, x)$. Then, analogous to matrix multiplication,

$$
\begin{equation*}
n(y, t+1)=\int_{L}^{U} K(y, x) n(x, t) d x \tag{4.9}
\end{equation*}
$$

where $[L, U]$ is the range of possible sizes (assumed to be finite).
Intuitively, the right-hand side "adds up" all the processes that could produce a size-y individual at time $t+1$ :

- An individual of size $x$ at time $t$ survived to time $t+1$ and grew (or shrank) to size $y$. That's described by the survival kernel $s(x) g(y, x)$
- An individual of size $x$ at time $t$ had an offspring, that was size $y$ at time $t+1$. That's described by the fecundity kernel $f(y, x)$.

These models generally don't have analytic solutions. The integral is evaluated numerically, by approximating it with a sum, like you learned in freshman calculus.

Example: Cirsium canescens, Platte thistle. Rose et al. (2005) developed an IPM with individuals crossclassified by age and size. The species is a monocarpic perennial: flowers once and then dies. So the kernel has the form $K(y, x)=s(x)\left(1-p_{f}(x)\right) g(y, x)+p_{f}(x) b(x) \varphi(y)$ where $p_{f}$ is the probability of flowering and $\varphi(y)$ is the size distribution of new recruits.

SLIDE: functions that go into the IPM, from Rees and Ellner (2009).

One application of the model was to understand the evolution of flowering time in Onopordum. If you don't flower this year, either (a) you'll die and never reproduce, or (b) next year you'll probably be bigger and produce many more seeds if you flower. Each year, the benefit of waiting goes up, but so does the risk of dieing. So how long should a plant wait?

We compared models with and without between-year variation in the kernel, and for each found the Darwinian optimum flowering time (probability of flowering as a function of size and age). SLIDE: with between-year variation in the model, the observed flowering strategy was very close to the predicted optimum; without it, the predicted size was much larger than observed.

Example: Marmota flaviventris, yellow-bellied marmot in subalpine habitat, Upper East River Valley, Colorado, USA.

SLIDE: the marmot.
SLIDE: population trends.
The population had been studied from 1976-2008. In about 2001, it shifted from stable, to growing by about $18 \%$ per year. Why did this happen?

SLIDE: Ozgul et al. (2010) fitted two IPMs using data on marked individuals, one for pre-2000 ( $<2000$ ) and one for post-2000 ( $\geq 2000$ ). They found drastic differences in the vital rate functions, in particular in the growth rate of small marmots, and that the probabilities of survival and of breeding were much more strongly size-dependent after 2000. The IPMs captured the observed population growth rates almost exactly ( $\lambda=1.02$ pre-200, $\lambda=1.18$ post-2000), and the observed increases in mean body size for juveniles and adults. Using the model, they found that two demographic changes explained most of the population increase: adults were larger, and large adults had higher survival. This paper is an assigned reading.
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## 5 Spatially structured populations

Our study of population ecology has focused so far on temporal variability and dynamics. We're now going to focus on the other half of "distribution and abundance", and consider spatial variability and dynamics. This is important for many reasons, including:

- The environment varies in space. For many species, the distribution of suitable habitat is patchy, especially in the wake of human impacts.
- Population abundance varies in space. This is especially important in the case of an invasive species spreading into new territory. Such invasions are an important aspect of the history of life on earth. For example, when the Panamanian land bridge formed rougtly 3 million years ago, S. America was invaded by the N . American mammal fauna, leading to mass extinction of the native mammals and other species such as the "terror birds" (avian top predators up to 10 m in height). Invasions are also of practical importance: since the founding of the US, approximately 1300 insect species have invaded, including major pests such as the Japanese beetle and gypsy moth.
- Another important question is how species distributions change in response to climate change. Global warming motivates this question now, but it has been discussed for a long time with reference to ice ages. Much work has been motivated by "Reid's paradox": the return of tree species following the last glacial retreat was much too fast.

From The Origin of the British Flora by Clement Reid (1899), quoted by Skellam (1951):
1•1. It is now fifty years since the publication of The Origin of the British Flora by Clement Reid (1899). In it is suggested an interesting numerical problem on the rate of dispersal of plants. Reid states: 'Though the post-glacial period counts its thousands of years, it was not indefinitely long, and few plants that merely scatter their seed could advance more than a yard in a year, for though the seed might be thrown further, it would be several seasons before an oak for instance, would be sufficiently grown to form a fresh starting point. The oak, to gain its present most northerly position in North Britain after being driven out by the cold, probably had to travel fully six hundred miles, and this without external aid would take something like a million years.'

Reid's conclusion was that there must have been help from animals. Currently, it's considered that this idea is plausible for trees, with rapid spread the result of rare extreme long-distance dispersal events. But for herbaceous plants it's still unresolved, so far as I know.

- Finally, there is the pure science of understanding population spread, such as the radial spread of muskrat and many other populations (Figure 7).

A major theme over the last few decades has been the importance of individual movements, and how this loosens the associations between populations and habitats. The next two subsections will focus on two simple concepts at the root of much current thinking, source-sink dynamics and metapopulations. Much of the same ground is covered in Chapter 12 of Mittelbach (though organized differently).


Figure 16: Compartment diagram for a continuous-time version of Pulliam's (1988) source-sink model.

### 5.1 Source-sink dynamics

The key concept here is that Populations may be found where they don't belong. That is, a local population of a species may be a sink population that cannot sustain itself without constant influx of migrants from a source population that is self-sustaining and exports individuals. This idea was brought to prominence by a paper by Pulliam (1988), though it had earlier been presented under exactly the same name (Lidicker 1975, Shmida and Ellner 1984).

Pulliam's (1988) presented the idea using a simple discrete-time model; to make things even simpler, here is an equivalent continuous time version. Assume:

- A species' habitat consists of source habitat, where the species can maintain itself, and sink habitat where it cannot.
- In the source habitat there are $N_{1}$ breeding sites, which are always fully occupied. The per-capita annual birth rate $b_{1}$ exceeds the per-capita annual death rate $d_{1}$, so production of offspring ( $b_{1} N_{1}$ per year) exceeds the number of sites that become available ( $d_{1} N_{1}$ per year).
- The excess individuals who cannot get a site in the source habitat emigrate into the sink habitat, where the per-capita birth rate $b_{2}$ is less than the per-capita death rate $d_{2}$. No individuals emigrate out of the sink habitat.

The only state variable is $N_{2}$, because the population in the sink habitat is always at $N_{1}$ because emigration is always exactly enough to keep it there. Figure 16 summarizes these assumptions. The "bank account" equation for the sink population is

$$
\begin{equation*}
\frac{d N_{2}}{d t}=\left(b_{1}-d_{1}\right) N_{1}+b_{2} N_{2}-d_{2} N_{2}=r_{1} N_{1}+r_{2} N_{2} \tag{5.1}
\end{equation*}
$$

where $r_{i}=b_{i}-d_{i}$ with $r_{1}>0, r_{2}<0$.
It's easy to see what this model does. $r_{1} N_{1}$ is a positive constant (representing the rate at which immigrants are arriving from the source habitat), and $r_{2}<0$ representing the fact that death rate exceeds birth rate in the sink. So

- if $N_{2}$ is very small, $d N_{2} / d t$ is positive and $N_{2}$ increases. This is because there are few individuals in the sink, so there are few deaths regardess of how high the death rate is, and the migrants from the source are enough to increase the population in the sink.
- if $N_{2}$ is large $d N_{2} / d t$ is negative, so $N_{2}$ decreases. In this situation, there are so many individuals in the sink habitat that the migrants aren't enough to compensate for the within-sink loss rate ( $r_{2} N_{2}$ net deaths per unit time).

As a result, the sink population $N_{2}(t)$ converges to the intermediate equilibrium value at which $d N_{2} / d t=0$, which is

$$
\bar{N}_{2}=-\left(\frac{r_{1}}{r_{2}}\right) N_{1}
$$

Pulliam (1988) pointed out that this has some unexpected consequences:

- $\hat{N}_{2}$ can be much bigger than $N_{1}$ : most individuals live in sink habitat.
- The annual number of immigrants into the sink, $r_{1} N_{1}$, may be much smaller than the number of individuals in the sink habitat.

These conclusions - which are why the paper got so much attention - tell us that in a spatially heterogeneous landscape, things may be very different from what they seem:

- most individuals of a species may be in unsuitable habitat, where it cannot sustain itself.
- A seemingly trivial number of immigrants may be crucial for a local population to persist.

A lot of conservation planning is based on the idea that you can preserve a species by preserving the places where it is found. Forecasting of how a species' range will shift as a result of climate change is mostly based on identifying attributes of the places where it is found, such as temperature and rainfall, and projecting where comparable environments will be in 50 or 100 years. But neither of those will work if most individuals are found in sink habitats. Species will only persist if there is habitat where birth rates can exceed death rates, and they will be found in places where birth and immigration rates exceed death and emigration rates. Those might not be the same as the kinds of habitat where species are currently most abundant.

Example: Kreuzer and Huntly (2003) compared the demography of pikas in meadow and snowbed habitats, on a $1.5 \mathrm{~km}^{2}$ plateau in the Beartooth Mountains of Wyoming. They compared pika demography on 4 plots in each habitat; plots were paired so that $<500 \mathrm{~m}$ separated each pair of plots in different habitats. For each plot, they censused the populations (marking individuals with ear tags), observed births within maternal territories, and so were able to estimate $\lambda$ from Euler-Lotka equation for each habitat. (SLIDE) They found:

- Both habitats had persistent populations that increase in summer and decrease in winter
- Birth rates were consistently higher in meadow.
- Euler-Lotka $\lambda \approx 0.29<1(r \approx-1.24)$ for snowbed habita, so snowbed habitat by itself can't sustain a population.
- Snowbed habitats had a much higher fraction of individuals who were immigrants (born somewhere else): twice as high for adults, three times as high for juveniles.

So clearly, snowbed populations are a sink where deaths greatly outnumber births - yet pikas are found there anyway. Why might that be?

### 5.2 Metapopulations

"Metapopulation" means "population of populations", indicating a population consisting of subpopulations in separate patches of suitable habitat, separated by inhospitable "matrix" habitat.

The key new insight of metapopulation theory is the converse of source-sink theory: populations may be absent where they belong. That is: if the habitat for a species is patchy, a good patch may contain no individuals because the local population went extinct by chance, and since then no individuals have immigrated into that patch. Persistence in the habitat as a whole may be a balance between local extinctions and recolonizations.

### 5.2.1 The Levins (1966) model

Levins (1966) introduced the metapopulation concept in a very simple model. It tracks how many patches, in a collection of patches, is Empty or Occupied by the focal species, but does not pay attention to the actual population density in occupied patches. The model is

$$
O \underset{b O E}{\stackrel{m o}{\rightleftarrows}} E
$$

That is, each occupied patch has probability $m$ per unit time of becoming empty ( $m$ =extinction rate). Each empty patch has probability $b \times O$ of becoming occupied. The total number of patches, $N$, is constant. So we can write $E=N-O$ and get

$$
\begin{equation*}
\frac{d O}{d t}=b O E-m O=b O(N-O)-m O . \tag{5.2}
\end{equation*}
$$

The model becomes simpler if we divide both sides by $N$, and define $P=O / N$, the fraction of occupied patches. Then

$$
\begin{align*}
\frac{d P}{d t}=\frac{1}{N} \frac{d O}{d t} & =b \frac{O}{N}(N-O)-m \frac{O}{N} \\
& =b \frac{O}{N} N\left(1-\frac{O}{N}\right)-m \frac{O}{N}  \tag{5.3}\\
& =b N P(1-P)-m P .
\end{align*}
$$

Now define $c=b N$, and we have the classical Levins metapopulation model,

$$
\begin{equation*}
\frac{d P}{d t}=c P(1-P)-m P \tag{5.4}
\end{equation*}
$$

For $c>m$, there is a positive equilibrium that is globally stable. If $c<m$, the metapopulation goes extinct (perhaps very slowly) as extinctions outnumber re-colonizations. Note that $c=b N$, so $c$ depends on the


Figure 17: Varieties of metapopulation structures.
number of patches. If the number of patches is reduced, this can bring $c$ below $m$ dooming the metapopulation to eventual extinction.

The main "take home" from this is that a local population can be threatened by things that happen somewhere else, because persistence in a metapopulation is a regional process, not a local one. Like source-sink dynamics, it is an example of the general principle that the community at a particular location results from the interaction of local processes and regional processes involving multiple locations linked by emigration, immigration, and dispersal of propagules (seeds, zooplankton resting eggs, etc.).

### 5.2.2 Incidence function model

The real world is more complicated than the simple source-sink or metapopulations. Patches can differ in size, quality, connectedness to other patches, so some are sources (almost always occupied, sending out migrants), some are sinks, and many are somewhere in between.

Hanski (1994, Hanski et al. 1996) developed the "quantitative incidence function" model to make predictions about specific patches based on their size, location, and possibly other features. The canonical study system is:

SLIDES: Granville fritillary butterfly; Meadows in the Åland islands between Sweden and Finland.
Suitable habitat patches are mostly dry meadows. Meadows are clustered because they mostly occur on rocky outcrops near small villages. The patches therefore form over 100 "semi-independent" local patch networks, consisting typically of several dozen patches.

The basic ideas of the incidence function model are

1. Population in bigger patches are less likely to go extinct.
2. Bigger patches send out more migrants to other patches than small patches do.
3. Migrants leaving a patch are more likely to go to a nearby patch than to a distant patch.

For fitting this to data and making predictions, these are expressed as specific mathematical formulas for extinction and re-colonization probabilities:

1. Each patch is either in state $p=1$ (occupied) or $p=0$ (empty).
2. In each time step $t=0,1,2, \cdots$, each patch $i$ has probability $C_{i}$ of being occupied (if it's empty) and $E_{i}$ of becoming empty (if it's occupied).
3. $E_{i}$ depends on patch area $A_{i}$, as $E_{i}=\min \left(1, \mu / A_{i}^{x}\right)$ where $\mu, x>0$.
4. $C_{i}$ depends on the distances to other patches, their states $p$ and their areas:

$$
C_{i}=\frac{M_{i}^{2}}{y+M_{i}^{2}}, \text { where } M_{i}=\beta \sum_{j=1}^{n} p_{j} e^{-\alpha d_{i j}} A_{j}^{\delta} .
$$

5. (Optional) a patch can have both E and C happen in one time step, in which case it stays occupied.

At steady-state patch $i$ is occupied with probability $C_{i} /\left(E_{i}+C_{i}\right)$; this makes it possible (given data on all patches) to estimate model parameters by maximum likelihood, and make predictions such as how many patches in an area should be occupied, or how permanent removal or addition of patches will affect the remaining patches.

SLIDE: in the Aland islands, the IFM worked very well in the west, pretty well in the northeast, and not so well in the southeast. Hanski et al. (1996) found that much of the discrepancy in the southeast could be explained by grazing: highly grazed patches had a lot of low vegetation, and low occupancy. There were also clusters of unoccupied patches, which suggests that local habitat variation (which the incidence function model ignores) may be important.

Eaton et al. (2014) used 18 years of presence/absence surveys, and 4 years of a more intensive monitoring program on a rabbit species in the lower Florida Keys, to test the assumptions of the incidence function model. They fitted a more general model, which accounted for imperfect detection (i.e., a species may be present in a patch but not seen), and asked whether the assumptions of the incidence function model were supported. The answer was a solid "yes" (see SLIDES of Figs $1,2,3$ from Eaton et al. 2014) with complications. The "yes" is that extinction probability was lower, and colonization rate was higher, for larger patches with more occupied patches in their vicinity. The complication is that there were quantitative differences between three sub-regions of the lower Keys, and between coastal and inland habitat patches. As with Granville fritillary, size and neighbors are important but that's not the whole story.

### 5.2.3 Conservation corridors

More important than the fit (or not) of a particular metapopulation model, is the general principle that migration among local populations can be an essential factor in regional persistence of a species. This has


Figure 18: Patches (central area $100 \times 100 \mathrm{~m}$ ) clearcut and burned in winter 1999-2000 in mature loblolly and longleaf pine forest, Savannah River Site, Aiken SC, and reburned in 2004. Eight replicate sets of the same layout were created.
led to one of the core ideas in conservation biology: that increased connectivity between habitat patches will help the persistence of species whose habitat has become fragmented, by increasing re-colonization of vacant patches. A Google search on "conservation corridor" will find many examples where this idea is now being implemented, or check out conservationcorridor.org.

The "conservation corridor" concept is hard to test in the field, because of "big and slow" issues. Could we really build corridors for the Florida Panther in half the state but not the other half, and wait to see what happens? And even if we could and did, how could we be sure that any differences in outcome were not due to other differences between the two halves of the state?).

But it's not impossible. Possibly the best example is the work done by Nick Haddad and his lab, using patches that he convinced the US Forest service to create for him (Figure 18) at the Savannah River Site. Eight replicate sets of five patches, each with $100 \times 100 \mathrm{~m}$ central area, were clearcut and burned in winter 1999-2000. The middle patch in each set was surrounded by four patches of equal area. One had a corridor connecting it to the middle patch; others had wings with total area equal to the corridor area, or were a single rectangle of the same total area. Patches were early successional habitat with a rich herbaceous understory, surrounded by mature pine forest with a depauperate understory.

Many aspects of this artificial landscape have been studied, and a consistent result is that the connected patches are different from the others (SLIDES). Early results showed that, as expected, there was more movement of insects and birds between patches connected by corridors, and moreover that this resulted in higher pollination and seed dispersal. Over time, connected patches accumulated species that are native to longleaf pine forest faster than unconnected patches (Tewksbury et al. 2002, Mittelbach Chapter 12). There are now numerous studies showing that natural or man-made corridors are effective in increasing movement
between patches, especially by invertebrates, non-avian vertebrates and plants (Gilbert-Norton et al. 2010), but very few showing that they achieve their long-term goal of allowing more species to persist.

### 5.3 Modeling population spread

The classical starting point is to model population growth and spread in continuous space and time,

$$
\begin{equation*}
n(x, t)=\text { density of individuals at location } x \text { at time } t . \tag{5.5}
\end{equation*}
$$

The dynamics in space and time are then modeled by combining local growth and movement. Exponential growth $\frac{\partial n}{\partial t}=r n$ and logistic growth $\frac{\partial n}{\partial t}=r n(1-n / K)$ are two typical examples, but the local growth model often turns out to be less important than the movement model for prediction how populations will spread.

Movement models can get complicated (especially recently) and can include directed movement in particular directions, movement toward a particular target, movement informed by what others nearby are doing, movement towards a chemical attractant (that itself might be moving, e.g. an airborne or waterborne chemical being carried by currents in the air or water).

Models for expansion of an invading population have classically assumed random diffusive motion, as if organisms were a molecule of CO 2 diffusing in still air, or a dust particle doing Brownian motion in water. That assumption allowed ecologists to "import" the equation for chemical diffusion, which is called Fick's Law. It says that the net flux from one location to another is proportional to the difference in concentration - so this the same as the way we modeled the flow of CO 2 from the atmosphere into a leaf. It's not exactly the same because now we want space to be continuous, rather than two discrete compartments (atmosphere and leaf interior). The way that's accomplished is by dividing continuous space up into a large number of small compartments.

Figure 19 shows how this works for a one-dimensional habitat (a riverbank, for example). Panel (A) shows how individuals can cross one compartment to either of its neighbors. Panel (B) focuses on the compartment centered at $x$. Fick's law says that the net inflow rate across the right boundary at $x_{R}=x+w / 2$ is proportional to the difference between $n(x+w, t)$ and $n(x, t)$. That difference is proportional to $\partial n / \partial x$ at $x_{R}$. Similarly, the net outflow rate across the left boundary $x_{L}=x-w / 2$ is proportional to $\partial n / \partial x$ at $x_{L}$. The rate of change in the focal compartment is inflow rate minus outflow rate. So that's proportional to the difference in $\partial n / \partial x$ between $x_{R}$ and $x_{L}$, which is proportional to $\partial^{2} n / \partial x^{2}$ at $x$, i.e.,

$$
\text { Population change due to diffusion }=D \frac{\partial^{2} n}{\partial x^{2}}
$$

where the proportionality constant $D$ is called the diffusion coefficient.
Example: Fisher's equation is Fickian diffusion plus logistic local population growth, originally proposed to model spatial spread of an advantageous allele.

$$
\begin{equation*}
\frac{\partial n}{\partial t}=r n(1-n / K)+D \frac{\partial^{2} n}{\partial x^{2}} . \tag{5.6}
\end{equation*}
$$

We can see that diffusion is a force for spatial uniformity. Where $n(x, t)$ has a local peak, it's second derivative with respect to $x$ is negative, so diffusion tends to push $n$ down. Where $n$ has a local minimum, diffusion tends to push $n$ up.

(B)


Figure 19: (A) Schematic diagram of dividing up one-dimensional continuous space into a large number of small compartments of width $w$, with diffusive movement of individuals between adjacent compartments. (B) The number of individuals in the compartment centered at $x$ is increased by the net flow in across the right boundary $x_{R}=x+w / 2$ and decreased by the net flow out across the left boundary $x_{L}=x-w / 2$.

### 5.4 Spread of an invading population

What does Fisher's equation predict about the spread of an invading population? We'll get to the answer in three steps.

First, consider pure diffusion without population growth. The model is

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\frac{\partial^{2} n}{\partial x^{2}} \tag{5.7}
\end{equation*}
$$

How can we find $n$ ? Fickian diffusion comes from a "microscopic" assumption of symmetric random walk, and symmetric random walk leads to a Gaussian distribution of locations, with variance that grows linearly over time. So lets try a Gaussian solution,

$$
\begin{equation*}
n(x, t)=\frac{1}{\sqrt{2 \pi} \sigma(t)} e^{-\frac{x^{2}}{2 \sigma(t)^{2}}} \tag{5.8}
\end{equation*}
$$

with $\sigma(t)$ to be determined. The random walk analogy suggests that we assume $\sigma^{2}(t)=b t$ for some constant $b$ : variance grows linearly over time. If we use this in (5.8), it turns out that (5.7) is satisfied for $b=2 D$, i.e. $\sigma^{2}(t)=2 D t$.

Next, we'll add births and deaths to the immigration and emigration among comparments. If we assume that per-capita birth and death rates are constant, $\partial n / \partial t$ is augmented by a term corresponding to exponential growth:

$$
\begin{equation*}
\frac{\partial n}{\partial t}=r n+D \frac{\partial^{2} n}{\partial x^{2}} \tag{5.9}
\end{equation*}
$$

If we set $u(x, t)=e^{-r t} n(x, t)$, we find that $u$ obeys (5.7) So the solution of (5.9) for a unit point release at $x=0, t=0$ is

$$
\begin{equation*}
n(x, t)=\frac{n_{0} e^{r t}}{2 t \sqrt{\pi D}} e^{-x^{2} / 4 D t} . \tag{5.10}
\end{equation*}
$$

How fast does this population spread? A Gaussian distribution has infinite (but thin) tails. The usual way of defining population spread rate is to ask, at what spatial location $x_{c}$ does $n(x, t)$ falls below some threshold value $n_{c}$ ? Setting $n\left(x_{c}, t\right)=n_{c}$ and solving, gives a mess that can be expressed as:

$$
x_{c}=2 t \sqrt{r D+O\left(\frac{1}{t} \log (\sqrt{t})\right)}
$$

So the radius of occupied territory grows linearly with time, at rate $c=2 \sqrt{r D}$. This is, as Skellam pointed out, the key prediction that is supported by the data on muskrat spread.

### 5.5 Fisher's equation

Finally, we now add density-dependent population growth using the logistic model, bringing us back to Fisher's equation,

$$
\begin{equation*}
\frac{\partial n}{\partial t}=r n(1-n / K)+D \frac{\partial^{2} n}{\partial x^{2}} \tag{5.11}
\end{equation*}
$$

We look for traveling wave solutions to this equation, illustrated in Figure 20. As the wave front advances, populations far behind the front converge to carrying capacity. The speed of the wave is the distance that the wave front advances from one generation to the next.

By methods FAR beyond this class, it can be shown that Fisher's equation has traveling wave solutions with constant speed $c$ for all $c \geq 2 \sqrt{r D}$. However, if the initial population is limited to a finite area, the population converges to spreading in a wave at the slowest speed, exactly the same speed as with exponential growth.

What this says "physically" is that the wave front is "pulled" by the leading edge of the invasion, rather than "pushed" by the population far behind the leading edge. Behind the leading edge, where population density is high, the exponential and logistic models behave very differently from each other. But near the edge of the wave, population density is low, and $r n(1-n / K) \approx r n$ so they act the same. Because the furthest-out-front individuals drive the expansion, the rate of population spread is the same for the logistic and exponential growth models.

Note: the one-dimensional model also predicts the asymptotic spread rate in two dimensions. Why: as the population has spread out from the source, the boundary of the occupied area (an expanding circle) becomes less and less curved: nearly straight. Consider what's happening at $(x, 0), x \gg 0$. The boundary of the occupied area is nearly straight, so to a good approximation we have $n(x, y, t)=n(x, t)$ - no $y$ dependence. Then the 2 -dimensional diffusion equation collapses to the one-dimensional equation, so the predicted spread rate is the same.

### 5.6 Theory meets data

The prediction $c=2 \sqrt{r D}$ means that rates of spread can be predicted from experimental data on population growth and individual movements. For a point release without population growth, we found $\sigma^{2}(t)=2 D t$.


Figure 20: Examples of traveling wave solutions for a population started from a few individuals near $x=0$. The figures show population spread over 12 generations, for different movement distributions fitted to the same data set on movements by emphDrosophila melanogaster, with the same model for local population growth. From Kot (2003).

Table 1: Comparison of observed rates of invasive species spread with predictions from simple diffusion models (From Shigesada and Kawasaki 1997)

| Species | Predicted rate $\mathrm{km} / \mathrm{yr}, 2 \sqrt{\hat{r} \hat{D}}$ | Observed spread rate |
| :--- | :--- | :--- |
| Muskrat | $6-32$ | $1-25$ |
| Sea otter: northward | 1.7 | 1.4 |
| Sea otter: southward | 3.5 | 3.1 |
| Black death | 720 | $320-650$ |
| Rabies in fox | 70 | $30-60$ |
| Cabbage butterfly (N. America) | $\leq 90$ | $15-170$ |
| Gypsy moth (US) | $\leq 2.5$ | $3-20$ |
| Cereal leaf beetle | 1.7 | $27-90$ |

So if we measure time in generations, $D$ is half the mean-square displacement between parents $(t=0)$ and offspring $(t=1)$, and $r=\log \lambda$, where $\lambda$ is the per-generation finite rate of increase.

Sometimes the prediction works pretty well, and other times it fails spectacularly (Table 5.6). Another problem is that rate of increase in the square-root of occupied area is not always linear. It can be accelerating, or biphasic (SLIDES from Shigesada and Kawasaki).

A key problem with simple diffusion models is that displacement distributions are often leptokurtic or "fat


Figure 21: Examples of leptokurtic dispersal distributions, from Kot (2003)
tailed" (Figure 21). The name leptokurtic comes from the statistical measure called kurtosis

$$
\kappa=\frac{\mu_{4}}{\mu_{2}^{2}}
$$

where $\mu_{k}$ is the $k^{t h}$ central moment of the distribution. For movement distributions, $\mu_{k}$ means: raise all movement distances to the $k^{\text {th }}$ power, and compute the mean of those values. The denominator in $\kappa$ is the same as the variance of the distribution squared. A Gaussian distribution has $\kappa=3$. A distribution with $\kappa>3$ is called leptokurtic or fat-tailed. Warning: Some call $\kappa-3$ the kurtosis, and some only call a distribution fat-tailed if its tails decrease slower than exponentially.

Much recent research on population spread and redistribution is therefore concerned with the causes and consequences of leptokurtic dispersal.

### 5.7 Fat-tailed dispersal: integrodifference models

The most important consequence of fat tails is that they can explain faster-than-Fisher rates of spread. One popular approach uses discrete-time analogs of Fisher's equation, which can have non-Gaussian dispersal distributions. The model assumes that the organism's life cycle involves alternative phases of local demography (births and deaths) without movement, and movement without births or deaths.

The state of the population is still $n(x, t)$, the population density at location $x$ at time $t$. The first thing that happens in each time step is local population growth. So at each location $y$, the population density changes from $n(y, t)$ to $f(n(y, t))$ representing the net effect of births and deaths, which can depend on local population density (e.g., higher mortality at crowded locations). The next step is movement. Again, Let $k(d)$ be the probability distribution of dispersal distances ( $d>0$ is move right, $d<0$ is move left). As in Figure (21) it is generally the case that most individuals don't go far, but a few do.

To find the population density $n(x, t+1)$ after movement, we just need to add up all the ways that an individual can have gotten to location $x$ at a given time: they started at some location $y$ (either as newborns or surviving older individuals), and moved to location $x$. So the model is

$$
\begin{equation*}
n(x, t+1)=\int k(x-y) f(n(y, t)) d t \tag{5.12}
\end{equation*}
$$

Kot et al. (1996) analyzed this model to determine the long-term rate of population spread that it predicts.

- If $k(d)$ is Gaussian, the asymptotic wave speed is exactly the same as Fisher's equation, if we identify $r=\log f^{\prime}(0), 2 D=$ variance of the dispersal distribution $k(d)$.
- if $k(d)$ is fat-tailed, the asymptotic wave speed is faster than the Fisher equation prediction based on $r$ and the variance of the dispersal distribution.
- if $k(d)$ is very fat-tailed, instead of there being an asymptotic wave speed, the rate of population spread is constantly accelerating. "Very fat tailed" means that the tail of the distribution decreases slower than exponentially, for example $k(d) \propto 1 /\left(1+c d^{2}\right)$.

The "moral" of these results is that populations spread by extremes. The tail of the dispersal distribution - the rare individual who goes an exceptionally great distance - determines how fast population spread occurs. The typical movement behavior of a typical individual can be completely misleading when the dispersal distribution is fat-tailed. The two observations about population spread that are problematic for diffusion models - spread much faster than predicted, and accelerating waves of spread - are both exmplained by the empirical observation of fat-tailed dispersal distributions.

Example: Clark (1998) specifically considered Reid's paradox of tree returns after the last glaciation. Allowing $5 \%$ of red maple seeds to follow a very fat-tailed distribution compatible with the data on seed dispersal, gave rise to a rapidly accelerating wave of spread and a 10 -fold increase in spread rate within 100 years, relative to the spread rate without a fat tail.

### 5.8 What causes fat-tailed dispersal distributions?

In some cases fat-tailed dispersal distributions can just be the result of physical processes, such as the passively-dispersed seeds of many plants (Figure 21).

For wind-dispersed seeds, understanding seed dispersal is done through detailed physical modeling of seeds blown by wind. The distribution of dispersal distances depends on the local wind patterns, on the ballistics of the seed, and on how hard the seeds are attached to the parent. A loosely attached seed (think: dandelion)
will blow off in a mild wind. A tightly attached seed will only go when the winds are stronger. Variability in attachment strength allows a parent plant to have some seeds that are likely to fall nearby, others that are likely to go further.

In many cases, fat tails are the result of there being multiple distinct modes of dispersal: different subpopulations moving by different mechanisms, or according to different "rules".

SLIDES: multiple modes of seed dispersal on animals. A seed that can attach itself to any passing mammal will attach to some that move far and some that don't.

One measure of "fat tails" is kurtosis: the ratio of the fourth central moment to the square of the second central moment (which is the variance). The Gaussian distribution has kurtosis=3. But if you mix two Gaussian distributions with different variances, you get a fat-tailed distribution (kurtosis $>3$ ). For example:

```
> z1=rnorm(5000); mean(z1^4)/(var(z1)^2);
[1] 3.035456
> z2=c(rnorm(4000,sd=1),rnorm(1000,sd=4)); mean(z2^4)/(var(z2)^2);
[1] 9.596698
```

So even if seeds on sheep have a Gaussian dispersal distribution, and seeds on goats have a Gaussian dispersal distribution, the dispersal distribution for all seeds combined will be fat-tailed.

For animal movements, multiple dispersal modes are the outcome of individual decisions: do I stay here or move on? Turn right or turn left? The idea that this leads to multiple dispersal modes forced itself on people when attempts were made to "scale up" from short-term studies of individual movement to long-term patterns of population spread, and discovered that it often didn't work.

It is now common for animal movement data to be decomposed into different movement "modes". Morales et al. (2004) analyzed data on movements of elk released in east-central Ontario, Canada. Their analysis supported the existence of two modes of movement behavior. Elk are either in an "encamped" state in which daily movements are small and turning angles are high (so there are many changes in the direction of movement), or in an "exploratory" state in which daily movements are several kilometers and turning angles are small.

Subsequent work has looked at later stages of this re-introduced population, including herd movements (when individuals are influenced by other animals), and movement within home ranges where short-scale local movements alternate with occasional large moves (e.g., Fryxell et al. 2008). But the big picture is always the same: individuals having different modes of movement, with changes between them influenced by what they are experiencing and have experienced in the past (e.g., elk like to re-visit places that they've visited before within their home ranges).

So, reiterating what may be this course's overarching theme: ecosystems are collections of individuals making informed decisions (and even plants make informed decisions!). As a result, the most general principle for understanding ecological systems is Darwinism, constrained by physics and history.
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## 6 Explaining biodiversity

What factors control species richness, and why? This is one of ecology's classic and most basic questions. Attempts to answer it began over a century ago, but I approach it here from a modern perspective. My focus is going to be on alpha-diversity: explaining how numerous species can coexist within one habitat, and why some habitats support more species than others. My focus will be on the challenge to our understanding posed by hyper-diverse communities, because these challenge our intuitive idea that species coexist because they have "different niches". Looking at extreme cases is often useful when basic questions are still unanswered, and as we'll see, the question of what forces maintain biodiversity is still unanswered.

- The issues raised by coexistence of many similar species was brought into sharp focus by Hutchinson's "Paradox of the plankton" (1961)
"The problem that is presented by the phytoplankton is essentially how it is possible for a number of species to coexist in a relatively isotropic or unstructured environment all competing for the same sorts of materials. The problem is particularly acute because there is adequate evidence from enrichment experiments that natural waters, at least in the summer, present an environment of striking nutrient deficiency, so that competition is likely to be extremely severe. According to the principle of competitive exclusion (Hardin, 1960) known by many names and developed over a long period of time by many investigators (see Rand, 1952; Udvardy, 1959; and Hardin, 1960, for historic reviews), we should expect that one species alone would outcompete all the others so that in a final equilibrium situation the assemblage would reduce to a population of a single species."

As an example, Hutchinson (1961) presented data on some Scandinavian lakes with over 30 species of diatoms. Diatoms have high requirements for silicon, which creates a niche difference between diatoms and other phytoplankton. This can explain coexistence of diatoms with other phytoplankton - but how can there be 30 stably coexisting species of diatoms?

- Tropical rain forests: Wright (2002) SLIDE: "Plant alpha diversity reaches astonishing levels in equatorial forests. For example, a single hectare of Amazonian forest can support more than 280 tree species with diameter at breast height (d.b.h.) $\geq 10 \mathrm{~cm}$ (Valencia et al. 1994; Oliveira and Mori 1999). Tree diversity is equally remarkable at slightly larger spatial scales. A $0.52-\mathrm{km}^{2}$ plot in Borneo and a $0.25-\mathrm{km}^{2}$ plot in Ecuador support 1,175 and 1,104 tree species with diameter at breast height (d.b.h.) $\geq .1 \mathrm{~cm}$, respectively (LaFrankie 1996; R Condit, personal communication). In contrast, the $4.2 \times 10^{6} \mathrm{~km}^{2}$ of temperate forests that cover Europe, North America and Asia support just 1,166 tree species with maximum height $>7 m$ (Latham and Ricklefs 1993)." The Cornell Ag Quad is about 0.65 hectares. How can 280 different tree species coexist in less than twice that much area?
- Herbaceous plants. SLIDE: longleaf pine savanna (Myers and Harms 2009) formerly covered over $370,000 \mathrm{~km}^{2}$ in the Southeastern US. Savanna is maintained by lightning-started fires that typically occurred 1 or more times per decade. $\alpha$-diversity of forbs, grasses and shrubs: $\approx 30$ species in $1 \mathrm{~m}^{2}$, 103 species in $100 \mathrm{~m}^{2}$. Deborah Goldberg (University of Michigan) has sampled sites with 60 or more herbaceous species in one square meter (personal communication).

Coexistence of primary producers (plants, algae) has been a major focus in general. If you have 60 herbaceous plant species, it's no trouble to "explain" hundreds of herbivores or even more: each plant supporting several specialists that use different parts of the plant, plus many possible generalists that each utilize a different group of plants. So: 60 plant species in 1 square meter; over 280 tree species in one hectare (the Ag Quad is about 1.5 hectares); and over 1000 plant species in $500 \mathrm{~m} \times 500 \mathrm{~m}$. How is that possible?

### 6.1 Stabilizing vs. equalizing mechanisms

Not surprisingly, many different ideas have been proposed. One useful way to think about different coexistence mechanisms, introduced by Peter Chesson, is by distinguishing between stabilizing and equalizing mechanisms. I will explain these using a model for competing plant speces, introduced by A.R. Watkinson in the 1970's.

The Watkinson model is a lot like the two-species Lotka-Volterra model (Mittelbach Ch.7, pages 126-131). As Mittelbach notes (p. 131) Lotka-Volterra models "have severe limitations when applied to natural communities" but Watkinson's model actually does pretty well at modeling some systems (especially herbaceous plants). The model starts with exponential growth of both species, in discrete time:

$$
N_{1}(t+1)=\lambda_{1} N_{1}(t), \quad N_{2}(t+1)=\lambda_{2} N_{2}(t)
$$

Then, the growth of each species is reduced by competition, both within and between species. The strength of competition is determined by the competition coefficients $a_{i j}$, which measure the direct effect of species $j$ on the population growth of species $i$. The model is

$$
\begin{align*}
& N_{1}(t+1)=\frac{\lambda_{1} N_{1}(t)}{1+a_{11} N_{1}(t)+a_{12} N_{2}(t)} \\
& N_{2}(t+1)=\frac{\lambda_{2} N_{2}(t)}{1+a_{21} N_{1}(t)+a_{22} N_{2}(t)} \tag{6.1}
\end{align*}
$$

The parameters $\lambda_{1}, \lambda_{2}$ and the competition coefficients can be measured experimentally. Mittelbach (2012) has a good, detailed discussion about the experimental methods and some examples of studies that have used them.

We now want to ask: under what conditions can the two species coexist? In section 8.2 , analysis of the model shows that the two species will persist if

$$
\begin{equation*}
\frac{a_{21}}{a_{11}}<\frac{\lambda_{2}-1}{\lambda_{1}-1}<\frac{a_{22}}{a_{12}} \tag{6.2}
\end{equation*}
$$

The way to think about this, is that we want the leftmost expression to be small, and the rightmost to be large, for coexistence to occur. That is:

$$
\begin{equation*}
a_{11}>a_{21}, \quad a_{22}>a_{12} \tag{6.3}
\end{equation*}
$$

"I" affect "myself" (the same species) more than "I" affect "you" (the other species).
A stabilizing mechanism is anything that leads to (6.3). It leads to stable coexistence because each species is pushed away from extinction. When "I" am rare, "I" see a world full of individuals that don't compete
with "me" very much. "You" (the other species), on the other hand, have a lot of competitors (others like you). Therefore " I " have an advantage, and my frequency in the community tends to increase.

An equalizing mechanism is something that reduces the difference between $\lambda_{1}$ and $\lambda_{2}$, so that

$$
\frac{\lambda_{2}-1}{\lambda_{1}-1}
$$

is neither very small or very large. That makes it easier for the competition coefficients to satisfy the condition for coexistence. If $\lambda_{1} \approx \lambda_{2}$, then the differences in (6.3) can be small, and coexistence will still occur.

A useful approximation is that the population growth rate of species 2 when it is at low frequency in the community is approximately 1 plus

$$
\begin{equation*}
\left(\lambda_{2}-\lambda_{1}\right)+\left(1-\frac{a_{21}}{a_{11}}\right) \lambda_{1} \tag{6.4}
\end{equation*}
$$

Species 2 can increase if the expression is positive. The first term on the right is intrinsic fitness difference between the species, because $\lambda$ is the population growth rate in the absence of competition. The second term is a "boost" due to interspecific competition being weak relative to intraspecific competition.

Chesson (2000) notes that similar approximations hold for many models of interspecific competition, including models with many species. What you get is something like (for species $i$ )

$$
\begin{equation*}
\left(\lambda_{i}-\bar{\lambda}\right)+(1-\rho) D \tag{6.5}
\end{equation*}
$$

where $\bar{\lambda}$ is the mean fitness of competitors, $D>0$ is a constant, and $\rho$ is a measure of interspecific vs. intraspecific competition. The second term is positive so long as interspecific competition is weaker than intraspecific competition (so $\rho<1$ ). The first term has to be negative for some of the species: it isn't possible for all of them to be above average. So in order for all the species to coexist, the second term has to be larger in magnitude than the first term, for all of the species. A stabilizing mechanism is something that makes the second term large (i.e., it makes $\rho$ small because intraspecific competition is weaker than interspecific competition). An equalizing mechanism is something that makes the first term small.

### 6.2 Niche differentiation

How does stabilization happen, mechanistically? The classical answer is niche differences. The original (Grinell) definition of niche was in terms of trophic relations: who eats whom. If "you" and "I" eat different things, then more of "me" won't keep you from getting what you need, and vice-versa.

Classic example: MacArthur's warblers (SLIDE) differing in foraging locations within trees.
SLIDE: theoretical resource utilization curves (Resource on x-axis, Utilization on y-axis).
SLIDE: based on his warbler work, MacArthur related bird species diversity to foliage diversity. The idea is: the wider the range of variation there is along some "niche axis" the more species will fit into it. MacArthur and MacArthur (1961) calculated bird species diversity in different sites (using the Shannon-Weaver index $\sum_{i} p_{i} \log \left(p_{i}\right)$ ), with the Foliage Height Diversity, the same index with $p_{i}$ being the fraction of foliage at height $i$.

SLIDE: Multidimensional niche space. Hutchinson's definition of niche was the region of resources it can use, in a multidimensional space of "niche axes". Axes can include things like time of day, temperature, season of the year, etc. as well as which resources are used - so it can go further than Grinell in explaining high species richness.

LOTS of early (1960-1980) theory about species richness was based on the image of species dividing up a multidimensional "niche space". In these theories, community structure is the result of species invading, competing, and evolving their resource use curves. A buzzword for this body of work is species packing. This approach ' But "species packing" has trouble explaining 30-60 herbaceous species in one square meter, and 1000 tree species in $0.25 \mathrm{~km}^{2}$ of tropical forests, because all plants need the same basic things: light, water, basic mineral nutrients, and a place to grow.

SLIDE: Grubb quote. "Although many different factors are involved in the full definition of an animal's niche, one can fairly readily imagine sufficient niches for all the animal species known, using foodrequirements alone; the million or so animal species can easily be explained in terms of the 300,000 species of plants (so many of which have markedly different parts such as leaves, bark, wood, roots, etc.) and the existence of three to four tiers of carnivores (Hutchinson, 1959). There is no comparable explanation for autotrophic plants; they all need light, carbon dioxide, water and the same mineral nutrients."

So something more subtle must be going on.

### 6.3 Resource competition

SLIDE: using the same resource, in different ways. Two plant species both need N and P , but one uses N very efficiently (so it doesn't need very much), and the other uses P very efficiently (so it doesn't need very much).

Resource competition theory requires mechanistic models. There's no way, really, to look at the resource use curves and calculate competition coefficients $a_{i j}$. We really have to model how species consume and utilize resources. This material is covered in Mittelbach, pp. 132-142, and 150-154.

To start simple, consider two species whose population growth rates are both limited by one resource that is in short supply, all other resources being abundant. The simplest model assumes that

- Resource is supplied at a constant rate $R_{0}$, and is consumed by the two species.
- Each species has a per-capita birth rate proportional to the per-capita rate of resource uptake, and a constant death rate.

That gives us:

$$
\begin{align*}
d R / d t & =R_{0}-f_{2}(R) n_{1}-f_{2}(R) n_{2} \\
d n_{1} / d t & =\chi_{1} f_{1}(R) n_{1}-d_{1} n_{1}  \tag{6.6}\\
d n_{2} / d t & =\chi_{2} f_{2}(R) n_{2}-d_{2} n_{2}
\end{align*}
$$

Here $d_{1}, d_{2}$ are the per-capita death rates of the species, $f_{1}, f_{2}$ are their per-capita rates of nutrient uptake, and $\chi_{1}, \chi_{2}$ are the conversion rates between nutrient uptake and offspring production. The limiting is supplied
at rate $R_{0}$. This model is well-mixed - we don't take account of spatial variability in resource availability or the density of the two species.

Can both species coexist? The answer is no. Imagine the system going to steady state, with both species coexisting. Then there is some resource abundance $R^{*}$ at the steady state, and we must have

$$
\chi_{1} f_{1}\left(R^{*}\right)=d_{1}, \quad \chi_{2} f_{2}\left(R^{*}\right)=d_{2},
$$

an enormous coincidence. Not only must the two functions $\chi_{i} f I(R)-d_{i}$ cross, they have to cross at exactly the value of $R$ that the system reaches at steady-state.

The basic result for the simple two-species, one-nutrient model is that you always have competitive exclusion (Smith and Waltman 1995):

Let $R_{1}^{*}, R_{2}^{*}$ be the nutrient levels at which each species can just barely survive $\left(\chi_{i} f_{i}\left(R_{i}^{*}\right)=d_{i}\right)$. Then whichever species has the lower $R^{*}$ drives the other to extinction.

SLIDE: Mittelbach Fig 8.1, two diatoms competing for limiting Phophorus. Growing them separately, Asterionella has the lower $R^{*}$ by a small amount, so it is predicted to win in competition, and it does. Similarly, Tilman, Matson, and Langer (1981) measured the $R^{*}$ 's for silica of the diatoms Asterionella formosa and Synedra Ulna. This time Synedra had the lower $R^{*}$, and it out-competed Asterionella.

Note the audacity of these experiments. You grow each species in isolation and then predict what will happen when you put them together. And then, it actually happens.

### 6.3.1 Two resources

Since one resource allows only one competitor to persist, coexistence of competitors must involve several limiting resources. Suppose there are two, which I'll call $N$ and $P$, and each species' growth rate is limited jointly by $N$ and $P$. The simplest situation is when each nutrient is essential, in the sense that species $i$ can persist if $N \geq N_{i}^{*}$ and $P \geq P_{i}^{*}$. But if either $N<N_{i}^{*}$ or $P<P_{i}^{*}$, then species $i$ has a birth rate that is too low to make up for its death rate, and it dies out.

Part of the outcome is easy to guess. If species 1 needs less N and less P than species 2 , it wins (i.e., $N_{1}^{*}<N_{2}^{*}, P_{1}^{*}<P_{2}^{*}$ ). The other way around, species 2 wins.

But if one needs less N to get by, and the other needs less P, then coexistence is possible. Whether or not this happens turns out to depend on two things: how fast each species consumes each resource, and the rate of supply for each resource. The details get complicated, going into them is not the best use of our time. See pp. 132-142 in Mittelbach if you're interested. The key result is that whether coexistence occurs (rather than one species out-competing the other) depends on the relative rates at which N and P are supplied to the system. For example, suppose that much more N is supplied than P . Then both species will be stop growing when they run out of P (and N will still be available in excess), so the one with the lower $P^{*}$ will win. With P available in excess, the one with the lower $N^{*}$ will win. Somewhere in the middle, the species might be able to coexist.

Tilman (1982) reports good results for predictions of coexistence versus exclusion in systems with more than one limiting nutrient. Rothaupt (1988) tested the theory using two species of rotifers feeding on two
species of algae, varying the relative availability of the food and the "natural" mortality rate of the predators (chemostat dilution rate).

SLIDE: Mittelbach Fig. 7.3, growth rates of the two rotifer species, on the two algal species, as a function of algal abundance.

SLIDE: Outcome of experiments with the two species grown together (from Rothaupt 1988)
Dybzinski and Tilman (2007) report results from an 11 year competition experiment with nitrate and light as the two limiting resources. Their findings were both good and bad for resource competition theory:
consistent with the predictions of resource competition theory, the resource requirements of individual species determine the long-term outcomes of interspecific interactions. However, only two of our eight competition pairings resulted in coexistence, and it was unclear whether their coexistence was because of an N-light trade-off. Thus, while competition for multiple resources might maintain some diversity in natural communities, other mechanisms are almost certainly operating to maintain the remainder.

Mittelbach (2012, pp. 153) has some excellent remarks on testing theory in ecology. Resource competition theory proved to be logically sound. It was supported by experiments that were set up to satisfy the theory's assumptions, and then carried out to see if the theory's predictions came true - which is most often did. But in the field, it now seems that the conditions leading to coexistence don't often enough for it to be a major factor in maintaining species richness in plant communities.

An important complication to the theory above is that we have assumed that coexistence occurs at a steady state. In our simple model above, that's the only possibility (Smith and Waltman 1995) and we get competitive exclusion. But a different model for $R$ can change that. If we replace the constant supply rate $R 0$ by $b R(1-R / K)$, then we have a predator-prey model (i.e. $R$ is an organism, not a nutrient) and we can get cycles. The result is that two species feeding on $R$ may be able to coexist.

## 7 Regeneration niche and space-dependent mechanisms

Grubb (1977) argued that the established plant is the wrong place to look for niche differences, because their requirements for survival and growth really are very similar. The important differences are in the conditions that are required for making seeds, and in the seeds' requirements for successful establishment.

SLIDE: BCI trees and seeds.
Grubb (1977) emphasized seed production and seed germination, and how those vary in time and space. When Grubb wrote, there wasn't much information available on temporal variability, but 20 years later there was a lot (SLIDE: Hairston 1996 table). Grubb was able to cite studies on the conditions required for seed germination. Those differ greatly among species, and he suggested that those would lead to separation of species in space or time.

Grubb (1977) has been enormously influential. Since then, theories for biodiversity focus on the process of one individual dieing and being replaced by another. The mechanism for coexistence is that for some reason
two species regenerate in different places or at different times. We'll consider the first idea first.

Competition-colonization tradeoff . Several related hypothesis focus on species coexisting by using space in in different ways. A Competitor species is good at keeping space that it now occupies; a Colonizer is better at getting first to open space created by disturbance. Example: early and late successional tree species, dividing up space according to time since last disturbance. But it can also be more subtle: two annual plants, one of which has very widely dispersed seeds, the other has big, highly competitive seeds that stay near their parent. Many studies have examined how interspecific variation in seed size leads to competition-colonization tradeoffs, and asking how important it is for coexistence.

SLIDE: tropical trees have a tradeoff between ability to grow in gaps (colonizer) and ability to survive in shade (competitor).

Reciprocal replacement/Janzen-Connell Hypothesis . Originally formulated for tropical trees, this hypothesis asserts that each tree attracts specialist natural enemies (pathogens, herbivores, etc.) so that its own seedlings cannot establish near their parent. If one species becomes too abundant, it then has very low recruitment, so no single species can monopolizing space.

- According to Wright (2002), most studies looking for Janzen-Connell in tropical forests have found it. That has continued to be true. Metz et al. (2010) looked as seedling survival of 163 tree species in Yasuni National Park, Ecuador, "an ever-wet, hyper-diverse lowland Amazonian rain forest", and found that seedlings survived better if they are surrounded by distantly-related trees.
- It also occurs in temperate forests. Kerry Woods (a student of Robert Whittaker at Cornell) compared mortality of beech and maple seedlings under beech and maple canopy trees. He found that beech saplings ( $1-4 \mathrm{~m}$ height) had higher mortality under beech trees, and maple saplings had higher mortality under maple trees (Woods 1979).

Johnson et al. (2012) used the US Forest Service's Forest Inventory and Analysis database, which includes 151 species from more than 200,000 forest plots. They analyzed relationships between tree abundance and seedling abundance, within fully forested plots (circes of area of $168.33 \mathrm{~m}^{2}$ ). They found that seedling abundance was negatively affected by the abundance of conspecific trees, but not by the abundance of heterospecific trees. They also found that stronger intraspecific density dependence was associated with higher tree species richness (SLIDE). This matches exactly our analysis of stabilizing mechanisms: if each $a_{i i}$ is big, it's easy for species to coexist.

- Petermann et al. (2008) showed that Janzen-Connell effects are widespread and strong in grasslands, and that the mechanism is buildup of soil-borne pathogens that reduce the competitive ability of species on soils that they have occupied. SLIDE: When grown in competition with other species, 23 out of 24 species tested had lower biomass growing on "home" soils (where the same species had grown before) than on "away" soils, and the average biomass reduction was about $50 \%$. When grown in competition with conspecifics, the biomass reduction was about $30 \%$ on average.

Petermann et al. (2008) found that treating the soil with fungicide did not eliminate the home-away difference: complete sterilization was required. However, in a similar experiment using seedlings of


Fig. 2. Effect sizes and confidence intervals for study categories. Effect sizes are indicated by points [filled circles are significantly different from $0(P<0.05)$, empty circles are not]. Error bars are estimated $95 \%$ confidence intervals. Significant differences within categories are indicated in the main text.

Figure 22: From Comita et al. (2014). OR is the "odds ratio", the relative odds of survival at high conspecific density or close to a conspecific; negative values support the Janzen-Connell hypothesis.
tropical tree species, (2012) found that fungicide treatment was sufficient to eliminate the negative effects of growing in soil where a closely-related species had been growing before.

- Comita et al. (2014) did a meta-analysis of all published studies that they could locate that tested the Janzen-Connell hypothesis, either the distance effect (it's bad to be close to a conspecific), the density effect (it's bad to be in an area where conspecific density is high), or both. There were differences by region and life-stage (seed vs. seedling) but overall the hypothesis was strongly supported (Figure 22).

Mass effects, aka source-sink. High-diversity sites are explained by saying that the mechanism for coexistence is spatial variability somewhere else. Most of the species present in a community are rare. The Mass Effect hypothesis is that many of the less common species are just "spillover" from a nearby source population. If the input of immigrants from outside the study area are were blocked, they would soon lose out in competition and disappear within the study area. Myers and Harms (2009) conclude Mass Effect is one of the main factors in the high alpha-diversity of longleaf pine savanna. If a square meter of savanna were cut off from the outside world, most of its plant species would soon be eliminated by competition.

### 7.1 A model of competition for space

Competition for space has been modeled extensively, based on a variety of different tradeoffs that let species coexist through different ways of using space. Here is one example, a recent model by Mueller-Landau (PNAS, 2010) motivated by tradeoffs resulting from differences in seed size. The model shows how a
colonizer-competitor type of tradeoff in regeneration niche can allow arbitrarily many plant species to coexist. She assumed

- Benefit of large seeds: seedlings can establish in more stressful sites.
- Benefit of small seeds: more seeds can be produced. So when a low-stress site becomes unoccupied, most of the seedlings competing for the site will come from small-seeded species.

Two-species case:

- The forest consists of $N$ sites, which are occupied by species 1 or species 2 .
- All trees have per-capita mortality rate $m$; tree death creates an open site.
- Species $i$ trees have per-capita fecundity $f_{i}$ (seeds/parent/time). Seeds are distributed evenly among all sites (open or not).
- Species 1 seeds can establish as seedlings in all sites; species 2 seeds can establish as seedlings in a fraction $h$ of sites ("low-stress sites").
- Seedlings compete on an even basis to occupy the site (which happens instantly).

Let $x$ be the number of sites occupied by species 1 . It loses sites by death, at rate $m x$. It gains sites by being the winning seedling in newly opened sites.

- Sites become open at rate $m N$.
- In the high-stress open sites, only species 1 can establish, so all those sites become species- 1 sites.
- In the low-stess sites, all seedlings of both species compete on an even basis to occupy the site. Assuming even seed dispersal over the forest, the ratio of species 1 to species to seedlings in an open site is $f_{1} x: f_{2}(N-x)$. Species 1 therefore comes to occupy a fraction

$$
\frac{f_{1} x}{f_{1} x+f_{2}(N-x)}
$$

of low stess open sites.

Put those together,

$$
d x / d t=-m x+m N\left[(1-h)+h \frac{f_{1} x}{f_{1} x+f_{2}(N-x)}\right]
$$

It's easy to show that the two species coexist if $f_{2} h>f_{1}$ (how: $d x / d t>0$ at $x=0$ always, and $d x / d t=0$ at $x=N$ always. So coexistence occurs if $(d / d x)(d x / d t)>0$ at $x=N$, which is true if $\left.f_{2} h>f_{1}\right)$.

Muller-Landau (2010) showed that this mechanism can allow any number of species to coexist, if species with lower and lower stress tolerance (able to establish in smaller and smaller subsets of the habitat) have high enough fecundities to offset their lower stress tolerance.

### 7.2 Fluctuation-dependent mechanisms

We now come back to the other aspect of regeneration niche: separation in time, due to environmental fluctuations that favor different species at different times.

SLIDE: Hairston et al. (1996) Table of variation in reproductive success.
This was Hutchinson's (1961) original idea to resolve the "paradox of the plankton": all the diatoms are silica-limited, but some times are better for one species, and some times are better for another. So for example in Watkinson's model we would have

$$
\begin{align*}
& N_{1}(t+1)=\frac{\lambda_{1}(t) N_{1}(t)}{1+a_{1} N_{1}(t)+a_{2} N_{2}(t)} \\
& N_{2}(t+1)=\frac{\lambda_{2}(t) N_{2}(t)}{1+a_{1} N_{1}(t)+a_{2} N_{2}(t)} \tag{7.1}
\end{align*}
$$

There are two changes. First, the denominators are the same because there is no niche separation between the species (both are equally limited by silica: that's the paradox). Second, $\lambda_{1}$ and $\lambda_{2}$ vary over time. If the $\lambda$ 's were constant, we could not have coexistence because interspecific and intraspecific competition are identical in strength.

But letting the $\lambda$ 's vary over time doesn't actually stabilize coexistence. Dividing the first line by the second we get

$$
N_{2}(t+1) / N_{1}(t+1)=\lambda_{2}(t) / \lambda_{1}(t)
$$

so everything depends on $\rho(t)=\lambda_{2}(t) / \lambda_{1}(t)$. With a bit of algebra, we get

$$
\log \frac{N_{2}(t)}{N_{1}(t)}=\log \frac{N_{2}(0)}{N_{1}(0)}+\log \rho(0)+\log \rho(1)+\cdots+\log \rho(t-1) .
$$

So what happens in the long run just depends on whether $\log \rho(t)$ is positive or negative, on average. If it's positive then the right-hand side keeps increasing over time. That means that $N_{2}(t) / N_{1}(t)$ keeps increasing over time, because the $\log$ function is monotonic increasing. And that means that species 2 is out-competing species 1 , and driving it to extinction. If $\log \rho(t)$ is negative on average, the reverse happens: species 2 goes extinct, eventually.

In short: reversals of fortune can slow down competitive exclusion, but not stop it. Hutchinson's hypothesis is an equalizing mechanism, not a stabilizing mechanism.

Grubb (1977) resurrected Hutchinson (1961) with a twist: he emphasized germination in different years. So instead of each species as a whole experiencing good times and bad (as in our analysis above using Watkinson's model), each species only tries to establish new individuals when times are good.

That change, it turns out, allows Hutchinson's hypothesis to be a stabilizing mechanism, not just an equalizing mechanism. The simplest model showing this is the lottery model of Chesson and Warner (1981):

- The forest consists of $N$ sites, which are occupied by species 1 or species 2 .
- Each year, a fraction $d$ of all trees die, leaving an open site.
- In year t , species $i$ has per-capita fecundity $f_{i}(t)$. Seeds are distributed evenly among all sites, and compete on an even footing to claim the site.

This gives us:

$$
\begin{equation*}
N_{1}(t+1)=(1-d) N_{1}(t)+d N \frac{f_{1}(t) N_{1}(t)}{f_{1}(t) N_{1}(t)+f_{2}(t)\left(N-N_{1}(t)\right)} \tag{7.2}
\end{equation*}
$$

Define $x_{1}=N_{1} / N, \rho_{1}=f_{1} / f_{2}$. With a bit of algebra, we get

$$
\begin{equation*}
x_{1}(t+1)=x_{1}(t)\left[(1-d)+d \frac{\rho_{1}(t) x_{1}(t)}{\rho_{1}(t) x_{1}(t)+\left(1-x_{1}(t)\right)}\right] \tag{7.3}
\end{equation*}
$$

To see if species 1 persists, we look at the ratio $x_{1}(t+1) / x_{1}(t)$ when $x_{1} \approx 0$, which is

$$
\begin{equation*}
\lambda_{1}(t)=1-d+d \rho_{1}(t) \tag{7.4}
\end{equation*}
$$

Somewhat loosely: species 1 persists if this is bigger than 1 on average, so loosely: if $\rho_{1}>1$ on average. Species 2 persists if the same holds for $\rho_{2}$. Can both of these be true? The answer is "yes". $\rho_{1}(t) \times \rho_{2}(t) \equiv 1$ but both can be bigger than 1 on average.

Suppose that each is equal to 0.5 or 1.5 with equal probability, but when one is big the other is small. Then $\rho_{1}=0.5 / 1.5$ or $1.5 / 0.5$ with equal probability, so it's average is $3 \frac{1}{3} / 2>1$.
What is really needed is $E\left[\log \lambda_{1}\right]>0$ and $E\left[\log \lambda_{2}\right]>0$, but the same kind of example works: if different years are good for regeneration the two species, then they can coexist by temporal niche differentiation.

This mechanism is now called the storage effect based on the idea that some long-lived and relatively invulnerable life stage "stores up" the gains made from regeneration in good years.

### 7.3 Intermediate disturbance hypothesis (IDH)

A related idea, combining spatial and temporal variation, is the famous Intermediate Disturbance Hypothesis (Connell 1978). IDH is based on the idea that disturbance occasionally interrupts the process of interspecific competition, and resets every species to low densities. Disturbance can be abiotic (fires, tornados) or biotic (predators). The balance constantly shifts between "K species" which have an advantage at high densities and "r species" which that have the advantage at low densities. If the frequency of disturbance is "just right", the two sets of species can coexist. As Mittelbach (2012, Chapter 14) reviews, the IDH survives in ecology despite the fact that the evidence is largely against it, except for the tropical dry forests for which it was originally proposed. Jeremy Fox (as ecologist at University Calgary) recently set off an online flurry by writing an essay in his Editor's blog at the ecological journal Oikos in which he described IDH as a zombie: a dead idea that still roams the earth, feeding on the minds of ecologists.

But it may not be entirely dead, just more restrictive in it's application than Connell had hoped. Recent theoretical and experimental (bacteria in the lab) work by Roxburgh and Shea (reviewed by Mittelbach 2012, Chapter 14) has shown that the IDH is logically sound (i.e., it can be made to work on the computer), and it can be made to work in lab experiments where the theory's assumptions are satisfied. However, this work confirms that disturbance rates have to be 'just right": too low or too high tips the balance in favor of one group of species or the other. This raises the (open) question of whether IDH will turn out to be
important in nature. In a sense, IDH now is where resource ratios theory was by 1990: a well-developed theory that has been tested and supported in lab experiments.

### 7.4 The cavalcade of niches

Faced with many similar species using similar resources, "niche-assembly" theories of community structure posit many ways that species can differ and thereby divide up Hutchinson's multidimensional niche space.

## SLIDE:

1. Classical niche differences: using different resources (MacArthur's warblers), specialist vs. generalist.
2. Resource ratio theory: same resources, but in different ratios.
3. Limitation by resources vs. predators or disturbance (IDH).
4. Regeneration niche

- Differences in requirements for seed production, dispersal, germination, and establishment (in space, in time)
- Competition-colonizer tradeoff (gap vs. shade-tolerant, large vs. small seeds)
- Janzen-Connell: each species regenerates poorly near itself
- Storage effect: separation in time ("paradox of plankton" + overlapping generations).


## 8 Neutral theory

Stabilizing mechanisms abound. Neutral Theory asks: do they matter? Do many species coexist because they are all different, or because they are all similar? Neutral theory posits that the best approximation is that species are ecologically equivalent. If an individual changed species, that would have no effect on its future: its chances of life or death, its future fecundity etc. Changes in species abundance only occur through by ecological drift, chance events that cause relative abundance to fluctuate. Some species are common, some rare, but it's strictly a matter of chance, not frequency-dependence.

Nobody believes in exact neutrality, not even the inventers of Neutral Theory. The question is whether it's the right approximation. Niche-based models "run" on strong frequency dependence, and chance is unimportant. Neutral theories "run" on weak frequency dependence, so chance is dominant.

SLIDE: population growth vs. frequency, declining from small and positive to small and negative.
In around 2000, similar theories were proposed by Steve Hubbell and Graham Bell, building on earlier work by MacArthur and Wilson, Hal Caswell, and Hubbell. Hubbell wrote the book (Hubbell 2000), came up with a catchy name for it (The Unified Neutral Theory of Biodiversity and Biogeography) and has been actively promoting the theory ever since, so his version is what people refer to now.

The theory operates at two spatial scales: the metacommunity and the local community. The metacommunity represents the large region in which a species spends as a whole is found; the local community is the small region that you sample from.

In the metacommunity, diversity is maintained by a balance between speciation and extinction. There are always exactly $J_{M}$ individuals. Each individual has a constant mortality rate. When one dies, it is replaced by the offspring of another chosen at random. But with some small probability $v$, the offspring is the first member of a new species (a speciation event), otherwise it's the same species as its parent.

The state of the metacommunity is described by the number of species present, and their abundances (ranked from highest to lowest), e.g. $(5000,1000,40,10,3)$.

The local community is assumed to operate on a faster time scale, without speciation. Species richness is maintained by a balance between local chance extinctions and immigration from the metacommunity.

Assumptions: there are always exactly $J$ individuals, with constant mortality rate. When one individual dies, with probability $1-m$ it is replaced by the offspring of a randomly chosen individual from the local community. With probability $m$, it is replaced by the offspring of individual chosen at random from the metacommunity.

As Hubbell is fond of pointing out, in fitting any data set the investigator knows both $J$ and $J_{M}$, so there are not a lot of free parameters. This makes it a very parsimonious theory, so it's compelling when it gives a good fit.

Let's back up and ask: why pose such a theory? Bell (2000) motivated it by saying: we need a "null hypothesis" for community structure, like the neutral theory in genetics that tells us what happens if there is mutation and drift but no selection. For Hubbell, it was all the tree species on Barro Colorado Island, and the lack of evidence for enough stabilizing niche differences.

1. Nutrient requirements (SLIDES): trees seem to be very similar. Looking at how species are distributed along gradients of $\mathrm{N}, \mathrm{P}, \mathrm{Ca}, \mathrm{K}, \mathrm{Mn}, \mathrm{Mg}$ in the soils, no evidence for different species clustering in particular locations on the gradients. No evidence that higher variance in resource ratios within a plot led to higher species richness. "Of the 187 species abundant enough to test, in 155 species the intersection of their niche breadths was $>95 \%$ of the union of their niche breadts, and in 139 species it was $>99 \%$ " (Hubbell 2009, pp 275-276).
2. Sun (gaps) vs. shade: it's there, but it can't explain the coexistence of many shade-tolerant species (gap tradeoff SLIDE).
3. Hydrologic niche: differences in drought tolerance (e.g., Muller-Landau). BCI trees differ in drought tolerance, but this only acts as a "filter" keeping some species out of drier sites. On the wetter sites, the tolerant and intolerant species coexists (Hubbell et al. 2009).
4. Janzen-Connell: yes, just like everywhere else. But the range is small: the effect of a conspecific neighbor on seedling growth rate (1990-2000) is about an order of magnitude weaker at a distance of $15-20 \mathrm{~m}$ than it is at distance $0-5 \mathrm{~m}$. In a beautiful theoretical paper, Armstrong (1985) showed that for a model of high-diversity communities with competition for space, the stabilizing force of the Janzen-Connell mechanism acting on otherwise equivalent species was approximately $d a / N$ where $d$
is the tree death rate, $a$ is the number of sites from which a tree excludes recruitment by conspecifics, and $N$ is the number of species. $d$ is small, and $a / N$ is small (complete exclusion at a radius of 3-5 crown diameters would be $a=30-80$, versus $N$ on the order of hundreds to thousands). Intuitively this is clear: if no species is very common, then Janzen-Connell only limits recruitment for each species in a small part of the forest, hence it's a weak force.

But what got the theory attention was its accurate predictions of community structure, specifically species abundance distributions (SAD), i.e. dominance-diversity plots. Hubbell emphasizes this point repeatedly: unlike niche-assembly theories, neutral theory makes specific quantitative predictions with few adjustable parameters, and they are often quite good.

Here's an example (following Nee (2005)): neutral theory predicts $\alpha$-diversity. One popular measure of $\alpha$-diversity is Simpson's index. Draw two individuals at random from a community. Let $f$ be the probability that the two are of the same species. Simpson's index is $S=1 / f$. In equations, $f=\sum_{i} p_{i}^{2}$ where $p_{i}$ is the proportion of species $i$ in the community. If there are $N$ equally abundant species, $f=N \times(1 / N)^{2}=1 / N$ and so $S=N$. But if there are 100 species, but $99 \%$ of the individuals are in one species, $f=0.99^{2}+0.01^{2} \approx 0.98$ and $S=1.02$.

Let $f_{t}$ be the probability in generation $t$ that two randomly chosen individuals are from the same species. Under neutrality, the parent of a tree in generation $t+1$ is a random draw from all trees in generation $t$. So in generation $t+1$, two trees are identical if
(a) neither one is a new species, AND either
(b) they have the same parent, or
(c) they have different parents, but their parents are of the same species
(a) Neither one is a new species with probability $(1-v)^{2}$.
(b) The two parents are chosen at random from the $J_{M}$ individuals in the metacommunity. Tree 1 has some individual as its parent. The chance that Tree 2 has the same individual as its parent is $1 / J_{M}$. So the chance of two individuals having the same parent is $1 / J_{M}$.
(c) The chance that two different trees in generation $t$ are of the same species is $f_{t}$.

Putting these together we have

$$
\begin{equation*}
f_{t+1}=(1-v)^{2}\left[\frac{1}{J_{M}}+\left(1-\frac{1}{J_{M}}\right) f_{t}\right] \tag{8.1}
\end{equation*}
$$

This converges to an equilibrium, which is (for $v$ small)

$$
\bar{f}=\frac{1}{1+2 J_{M} v}
$$

The fundamental biodiversity number is $\theta=2 J_{M} v$. It turns out that many things in the Neutral Theory are functions of just $\theta$, when the speciation rate $v$ is small. This is exactly the same as in the neutral theory
of population genetics, where many predictions only depend on the total mutation rate parameter $\theta=n \mu$ where $n$ is population size and $\mu$ is the mutation rate).

Another example: The 50-ha completely censuses plot on Barro Colorado Island has 291 tree species represented by an individual of 10 mm DBH or larger. Condit et al. (2012) asked: how much external input of species is needed to maintain this diversity, under the neutral theory, and how does that compare to what actually happens? Condit et al. (2012) take a prior estimate that $38 \%$ of trees in the plot have their parent outside the plot, and ask: what fraction of trees coming in from outside are a species that isn't alreay present on the plot?

Neutral theory predicts that the fraction should be $1 \times 10^{-4}$ to maintain the observed species richness. The observed fraction, estimated independently for 6 census intervals (from 1982 to 2010), ranged from 0.6 to $1.8 \times 10^{-4}$. Note however, that "observed" is based on the estimated number of trees with off-plot parents (i.e., it's the number of species that come into the plot from outside, which can actually be observed, divided by the estimated number of individuals that came into the plot from outside).

In addition to species numbers, species abundance distributions can be predicted. Hubbell (2000) showed that Neutral Theory could generate two classic and frequently observed forms of the species abundance distribution (SAD): logseries and lognormal. Logseries, introduced by Fisher, Corbet and Williams (1943), is

$$
\begin{equation*}
\phi_{n}=\alpha \frac{x^{n}}{n}, \quad \alpha>0, x<1 \tag{8.2}
\end{equation*}
$$

where $\phi_{n}$ is the number of species in a sample with abundance $n$. The logseries is monotonic: the most common abundance is 1 , next 2 , next 3 , etc.

SLIDE: Hubbell (2000) p. 33, logseries SAD data
Hubbell (2008) shows how, in a few lines of algebra, you can show that the metacommunity SAD is a logseries, determined by $\theta$ and $J_{M}$.

The Lognormal SAD, introduced by Preston, asserts that $\log \phi_{n}$ is proportional to a Normal distribution,

$$
\begin{equation*}
\log \phi_{n}=C e^{-\left(n-n_{0}\right)^{2} / 2 \sigma^{2}} \tag{8.3}
\end{equation*}
$$

Preston (1948) argued that data fitting the logseries just come from small samples. In a bigger sample, he said, some "typical" abundance $n_{0}$ will be the most common, while both lower and higher abundances will be rarer.

SLIDE: Hubbell (2000) p. 38: Logseries becoming Lognormal as the sample size (number of years) is increased, just as Preston (1948) predicted.

But Hubbell (2000) argued that Preston's Lognormal SAD often underpredicts the frequency of rare species in a local community, and Neutral Theory does better. The Neutral Theory prediction for a local community comes from the logseries distribution in the metacommunity, and local extinctions leading to a paucity of rare species in the local community (once it becomes rare, a species is likely to go extinct soon, so at any given time there are few rare species).

SLIDE: Hubbell (2000) p. 135, NT gives nearly lognormal local communities.
SLIDE: Hubbell (2000) p. 138, metacommunity logseries vs. community lognormal.

### 8.1 Testing Neutral Theory

Soon after Hubbell (2000) was published, there was a spate of papers "testing" NT by comparing its fit of species-abundance data with alternative models. This lasted only a few years, because it was soon discovered that a "snapshot" of the community's state at one time isn't informative enough.

SLIDE: Volkov et al. (2005). Neutral Theory and a classical niche-assembly model can fit the data equally well. Quibbling over small differences is pointless.

So the focus has shifted to two things: predictions about dynamics, and testing the underlying assumption that coexisting species are ecologically equivalent or close to it.

Dynamics: here there is both good news and bad news for NT. One bit of bad news is that it takes a very long time for a species to become common under neutrality (Nee 2005). If a species is at frequency $p$ in the metacommunity, the expected number of generations since it originated by speciation is

$$
a(p)=-2 J_{M} p \log p /(1-p)
$$

and this is very big. For any $p \geq 0.01$, it's at least $0.09 J_{M}$. A tropical tree generation is about 30 years, and there are about 600 million hectares of tropical rain forest. A hectare is $100 \times 100$ meters. Figure at least 10 trees per hectare, so at least 6 billion trees.

$$
0.09 \times 6 \text { billion } \times 30 \approx 16 \text { billion years, }
$$

longer than the estimated age of the universe. So on longer time scales, something besides neutrality has to operate. Maybe abundant species became so when the rain forest was smaller?

Similarly, extinction takes a long time under neutrality. The expected time to extinction of a species in the metacommunity is at least $2 N$ generations, where $N$ is the population size (Leigh 1981). Ricklefs (2006) used this to estimate species lifetimes for neotropical forest and European passerines, based on current average population sizes, and the results were more than 10 -fold higher than current estimates of extinction rates.

On shorter time scales NT sometimes does better. Hubbell(2008) uses NT to predict how rapidly species abundances change over time. Do a linear regression of abudance at time $t$ versus abundance at time $t+1$ (for each species in each year, you know it's abundance in that year and in the next; plot the points and compute the $r^{2}$ value for linear regression). Do that for $t$ vs. $t+2$, etc., and see how the $r^{2}$ value declines over time. For BCI trees, NT makes a letter-perfect prediction, with zero adjusted parameters: the neutral model was fitted just to the initial species abundance distribution, not to any of the subsequent data.

SLIDE: Hubbell(2008) $R^{2}$ decay curve
In contrast, Adler(2004) compared 30 years of data on mapped individual plants in Kansas grassland with neutral theory predictions for alpha diversity, the species-area relationship (total number of species as a function of area sampled) and the species-time relationship (total number of species as a function of time period sampled). He found that it was impossible to fit all three at once. Very high migration rates were required to produce species-area and species-time relationships close to those observed, but they resulted in alpha diversities that were too high by a factor of 5 or more.


#### Abstract

Absence of frequency dependence The operational definition of neutrality is lack of frequency dependence: being rare means nothing. In niche-assembly theories, species persist because rarity confers an advantage in population growth.


## SLIDE: lack of frequency dependence in BCI data

SLIDES: strong frequency dependence in Idaho sagebrush steppe (Adler et al. 2010).
On the other hand, fitness differences were not large; fitting community models to the data gave $\lambda_{i}=$ $1.03-1.2$ for all species. As a result, when niche-differences were removed from the fitted community models, one species disappeared quickly but complete competitive exclusion took several centuries. Is this niche or is it neutral? We know it's not exactly neutral, but remember that the real question is: what's the better approximation? Are the dynamics most strongly determined by niche differences, or by random drift because niche differences are a much weaker force?

### 8.2 Appendix: Analysis of the Watkinson model

The two species will coexist in the Watkinson model if each will increase when rare, i.e. if $N_{i}(t) \approx 0$ then $N_{i}(t+1)>N_{i}(t)$. So to understand coexistence, we have to ask: what happens when (for example) species 2 is on the brink of extinction?

The first step in answering this is actually to think about species 1 , and what it does when species 2 is at extremely low abundance, which is:

$$
\begin{equation*}
N_{1}(t+1)=\frac{\lambda_{1} N_{1}(t)}{1+a_{11} N_{1}(t)} \tag{8.4}
\end{equation*}
$$

GRAPH: $N_{1}(t+1)$ vs. $N_{1}(t)$ (hyperbola) and 1:1 line (dashed). Where they intersect we have an equilibrium, $\bar{N}_{1}$. If $N_{1}(t)=\bar{N}_{1}$, then $N_{1}(t+1)=\bar{N}_{1}$. It turns out, this equilibrium is globally stable: when equation (8.4) applies, $N_{1}(t) \rightarrow \overline{N_{1}}$.

$$
\bar{N}_{1}=\frac{\lambda_{1} \bar{N}_{1}}{1+a_{11} \bar{N}_{1}}
$$

With a bit of algebra:

$$
\bar{N}_{1}=\frac{\lambda_{1}-1}{a_{11}} .
$$

Now back to species 2, trying to invade. Because it's so rare, $N_{1}$ has had time to reach $\bar{N}_{1}$ and we have

$$
N_{2}(t+1)=\frac{\lambda_{2} N_{2}(t)}{1+a_{21} \bar{N}_{1}+a_{22} N_{2}(t)}=\frac{\lambda_{2} N_{2}(t)}{1+a_{21} \bar{N}_{1}}
$$

The last equality isn't exactly true; we do it to ask what happens when $N_{2}$ is right on the verge of going to extinction.

So does $N_{2}$ recover and persist, or does it go down to extinction? It recovers and persists if the right-hand side is bigger than $N_{2}(t)$, which happens if

$$
\begin{equation*}
\frac{\lambda_{2}}{1+a_{21} \bar{N}_{1}}>1 \Leftrightarrow \frac{\lambda_{2}-1}{\lambda_{1}-1}>\frac{a_{21}}{a_{11}} . \tag{8.5}
\end{equation*}
$$

If this is true, species 2 can't go extinct because it would always "bounce back". To find the condition for species 1 to always "bounce back" we just swap the indices 1 and 2 with each other:

$$
\begin{equation*}
\frac{\lambda_{1}-1}{\lambda_{2}-1}>\frac{a_{12}}{a_{22}} . \tag{8.6}
\end{equation*}
$$

In order for both species to coexist, both of these conditions must hold. With a bit of algebra we can combine them into a single condition:

$$
\begin{equation*}
\frac{a_{21}}{a_{11}}<\frac{\lambda_{2}-1}{\lambda_{1}-1}<\frac{a_{22}}{a_{12}} \tag{8.7}
\end{equation*}
$$
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[^0]:    Equation (4), derived initially on theoretical grounds, is well illustrated by the spread of the muskrat, Ondatra zibethica L., in central Europe since its introduction in 1905. Fig. 1, based on Ulbrich (1930), shows the apparent boundaries for certain years. If we are prepared to accept such a boundary as being representative of a theoretical contour, then we must regard the area enclosed by that boundary as an estimate of $\pi r^{2}$. The relation between the time and $\sqrt{ }$ area is shown graphically in Fig. 2.

[^1]:    ${ }^{1}$ by means we won't cover in this class, but if you're curious there's BIOEE/MATH 3620 alternate Spring semesters.

